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Abstract | The paper deals with

the problem of creating of comput-

ers of the new generation. Some ab-

stract approach of constructing the

hardware is considered and the ba-

sic scheme of functioning is pro-

posed. The new generation is sup-

posed to be the generation of com-

puters with arti�cial intelligence fea-

tures. In this paper term "intel-

ligence" is understood as ability of

system to adapt to the real world

conditions by the e�ective choosing

of the task to solve in current mo-

ment.

1. Introduction

For more than 50 years history of

practical using of computers by mankind

the main disappointment for many peo-

ple became impossibility to resolve the

problem of creation of arti�cial intelli-

gence. In spite of an impetuous progress

in the sphere of the creation of VLSIC
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(Very Large Scale Integration Circuit) it

is still impossible to speak about essen-

tial progress in understanding of the more

exact problem setting and of appropriate

directions of the solution of this task.

Most of the research on arti�cial intel-

ligence, known to authors, is devoted to

solving of some particular task or claiming

on generality of the approach by realisa-

tion of some heuristic behavior algorithm

which successfully consults with test ex-

amples but collides during operations in

real conditions.

Before moving to discussion about ap-

proaches of the creation of arti�cial in-

telligence let's look at some achievements

in the contemporary mathematics and

computer engineering of the past century

which allow us to look with a great op-

timism at the solution of the problem in

the future. The �rst computers were spe-

cialized for solution of the concrete tasks.

It was based both on the economic rea-

sons and on the weak development of elec-

tronic components. For a short time the

engineering progress has allowed to de-

velop the universal computer and theo-

retical development has made it possible
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to e�ectively solve many of the tasks set.

The �nal conception of the universal pro-

gramming language appeared in the mid-

dle of 70th and during the 80-90th years

the programming technology has been on

a top of its development. However we

are still left with considerable problems

tied with the machine's ability to make a

quick and e�ective decision in tasks with a

large data dimension (matrix transforma-

tion, large number factorization, Fourier

or Laplace transformation, calculation of

function convolution and so on). A lot of

them form a minimal base of an arti�cial

intelligence system.

Today the most practical way is a cre-

ation of fast computing devices for solv-

ing any concrete tasks based on possibil-

ity of development of "parallel" fastest al-

gorithms for processing the large sizes of

data. Two directions are the most per-

spective. The �rst one (almost developed)

is to create the classical electronic dievices

as VLSIC using the high-speed technolo-

gies. Now the "0.13mc" technology is al-

ready widely available and some advanced

corporations already use process engineer-

ing "0.11mc" and less. The chips cre-

ated with this technology can simultane-

ously execute hundreds thousands of cal-

culations in one step. "IBM" has declared

that within a couple years it will be possi-

ble to produce a device with millions par-

allel calculations per cycle. For example,

such devices will allow in the real time to

convert matrixes of the large dimensional-

ities which is necessary in many tasks of

recognition.

Second and even more perspective di-

rection in development of computing de-

vices in the future is the use of "quan-

tum computers" [1,2]. Channels for data

transfer in such computer will be more in-

formative. For implementation of a de-

�ned structure of parallel calculations the

de�ned set of atoms (molecule) will be

used. Probably in future it will be possi-

ble to use equivalence of the descriptions

of many appearances in micro and macro

world.

Despite of wide use of specialized paral-

lel processors many reseachers agree that

we still don't have the common methodol-

ogy for development of appropriate algo-

rithms and devices. Probably we move to

the necessity to comprehensively analyze a

lot of arti�cial intelligence tasks. We need

to somehow classify their settings and pos-

sible algorithms for their solution and to

create a convenient formal logical means

for the description of the tasks, algorithms

and data.

2. One approach of creating the
intelligent system

Let's take a look at one of the possi-

ble solutions of creating some kind of in-

telligent system. The term "intelligent"

means here the ability of system to adapt

to the real world conditions by making ef-

fective choice of the task to solve in the

current moment. Such system could con-

sist of two parts : internal one and en-

suring interaction with the external world.

Set of sensor controls and power installa-

tions controlling various organs of the de-

vice will link it with the external world.

The internal part will match the following

conditions:

� for each considered particular task

the system has the particular device

which is able to optimize the solving

of this task by an appropriate choos-

ing of the system's parameter from

some �nal set,
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� information from external world must

be delivered to all such devices simul-

taneously.

By this conditions the system is able to

interpret and to process the data received

from external world through di�erent de-

vices simultaneously (in parallel).

We can imagine many ways of realiza-

tion of such system. Further we'll discuss

one of them. Suppose that we want to

have a system able to solve any problem

of some �nal set:

fA1; A2; : : : ; Ang:

Here the n is some integer (may

be equal 1; 2; 3 or suÆciently large

100000; 1000000). For example our de-

vices can be presented as some big compli-

cated molecule consisting of smaller parts

fD1; D2; : : : ; Dng

curled up in spiral or ball one by another.

Such form of spatial representation allows

to suppose that some biological or physi-

cal inuence acts to the all of devices si-

multaneously. Considered small parts of a

big molecule are the particular devices in

above sense. It is possible to consider each

of them as some quantum computer. We'll

assume that the behaviour of each of them

is determined by their internal structure,

input ow of data and some parameters �i
from some set �i with �nal dimension

Di = Di(�i); �i 2 �i; i = 1; 2; : : : ; n:

The general system's parameter is denoted

by

� =

0
BBB@

�1
�2
...

�n

1
CCCA ; � 2 � = �1 
 � � � 
 �n:

This scheme satis�es both of above con-

ditions. The parameters of data process-

ing can be passed to devices among with

the input data. For simplicity one also

can present each device as particular neu-

ral network. The advantage of such pre-

sentation is an existing of the wide range

of developed algorithms for attuning the

system parameters. To ful�ll the second

condition the data should be duplicated

and passed to the inputs of all particular

networks.

For better clarity of presentation let's

consider the simple example of the task

that such system is intended to solve.

Let's imagine that we have a number of

devices each con�gured to recognize its

own object from the image data coming

from the digital camera. One of these de-

vices can have a priority on controlling the

camera (PTZ control) and each of them

have some parameters to set up for better

recognition. Assuming that the image is

passed to the input of all these devices we

have a system with all above conditions

ful�lled. We also suppose that in the real

world its impossible to recognize an object

(such as a cat) with complete certainty. So

each device will calculate some probabil-

ity of recognition of the object. One can

set up the barrier value of such probability

(0.7 for example) that will separate posi-

tive and negative answers.

Here we came to the most important

part of proposed solution | the concept

of the informational resonance. After the

data is delivered from all the sensors to

the all devices, these devices begin to work

and solve each its own task. We say that

device came into resonance with the data

if it succeeded in solving the task. In our

example the device should give us a posi-

tive answer. There can be three di�erent
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situations:

� only one device has resonance,

� several devices have resonance,

� none of the devices has resonance.

In the �rst case the resonant device ac-

cepts control on the system. In the second

case the system should determine which

device to use. It can be done by choos-

ing the device with the greatest value of

some parameter (probability of recogni-

tion in a last example). The third case

means that none of the devices has reso-

nance with the data but we need to choose

the strong rule of a system behaviour. As-

sume that this rule is determined by set-

ting the system parameter � 2 � � Rd.

We have a problem of the stochastic multi-

dimensional optimization. There is an ef-

fective SPSA algorithm with one measure-

ment per iteration proposed in [3{6] for

solving this problem.

3. SPSA algorithm

Let's take a look at the method:

xt = �t�1 + �t�t; yt = f(xt) + vt;

�t = �t�1 �
�t

�t

�tyt:

Here fxtgt = 1; 2; : : : is a sequence of pa-

rameters have been choosing at the time

moment t; f�tg is the sequence of esti-

mates of the adjusted vector �; f�tg, f�tg

are some numerical sequences, matching

some conditions; f�tg is an observable

sequence of independent random vectors

with the same dimensionality as � and

with the distribution of Bernoulli (each

component equals �1 with probability

1=2) which are called trial simultaneous

perturbation; fvtg is a sequence of distur-

bances in the measurements channel and

f(�) is the functional on �. In the previous

example it can be of the following type:

f(�) = 1�max(prob
i
(�i)):

It has its minimum when the maximum of

probabilities has its maximum.

This SPSA algorithm was designed to

solve the problem of seeking the minimum

point of the mean risk functional under

almost arbitrary disturbance in measure-

ment. Contrary to the many other opti-

mizations it takes only one measurement

(calculation) of f(�) per iteration. That is
very useful property in our case because

the type of the input data changes rep-

resentation of f(xt) in time. Note that

this method is pseudo gradient algorithm

because the mean value (in probability

sense) of expression

�t

�t

�t(f(�
t�1 + �t�t) + vt)

is a "good" approximation of gradient vec-

tor of function f(�) at the point �t.

One of the important features of the in-

tellectual system is it's ability to the real

time adaptation. In our case this means

the changing the optimal � vector at real

time. There are two ways of using the

SPSA method for solving this problem.

The SPSA method is suitable for this kind

of tasks. If the optimal value of � does

not change too fast it is possible to choose

a suÆciently long time intervals and to

make a several iterations with decreasing

to zero sequences f�tg and f�tg. This en-

ables us to get a "good" approximation

of an optimal value of �. In many other

cases we can choose (as in [7]) a suÆ-

ciently small constants � and � instead

of sequences.
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4. Example of the intellectual
system at real time

We'll consider the example of the real

time intellectual system working on the

above principles. Let's imagine some

robot receiving information about the

real world by using a number of devices

like cameras, microphones, termometers,

chemical analyzers, radiolocators etc, and

having some devices allowing it to move,

shoot, and so on. The central computer

of this robot will consist of thousands of

simple devices processing the same data

and producing the internal representation

of the external world in the robots brains.

Each external device (like hand or leg) will

be supplied by its own simple computer

that will be running some driver of that

device and will supply the central com-

puter by the data about some corrections

in the work of the device. This correc-

tions will take place because of the incon-

sistency of the external world and its inter-

nal representation. The discussed incon-

sistency can be considered as some kind

of disturbance in the real world measure-

ments. So all the data coming to the in-

puts of the central computer is produces

by external devices.

Central computer uses the internal rep-

resentation of the world in its predictive

calculations trying to produce some opti-

mal trajectory to avoid the dangers and

to carry out its mission. Some of the pro-

cessed events are not involved in the build-

ing of internal representation. This con-

cerns all types of the tasks that can be

solved in the background not a�ecting the

choosen trajectory (like small stones and

branches on the road etc). These back-

ground calculations are performed by res-

onant devices of the central computer. In

the discussed example there can work sev-

eral resonant devices as they are solving

di�erent tasks and use di�erent resources.

Most of devices of the central computer

are involved in the calculating of the in-

ternal representation of the real world.

This internal representation must be sim-

ple, structured, free of worthless detailes

that can be processed in the background.

It is made by performing image and sound

recognitions, interpreting the radioloca-

tion data, etc. Some of the produced facts

can be treated as a signal to some immidi-

ate reaction. For example it can be a loud

noise making the robot to turn its cameras

to the direction of the sounds. This tells

us that for processing the internal repre-

sentation we need to have a number of par-

allel calculations which can be performed

by another chain of simple devices.

All the parameters of the used algo-

rithms can be adjusted by the discussed

above methods (like SPSA). For this rea-

son we have to measure somehow the qual-

ity of our internal representation during

the work. This can be made by calculat-

ing the number and the structure of cor-

rections, made by external devices, quality

parameters in recognition algorithms, etc.

In the more complicated case robot can

have the connection to some satellites. In

fact it means that the satellites are the

robot external devices. One can name

a lot of other possible devices, like road

cameras, controlled through the Internet,

other simplier robots, distributed every-

where in the world and so on.

5. Conclusion

The proposed type of system is based

on assumption that it will be possible in

5



the visible future to set up thousands of

devices to work in parallel. This assump-

tion is based on the great advance made

by developers of quantum and DNA com-

puters. It seems obvious to authors that

the future of computer science lies in the

�eld of parallel calculations where a great

numbers of basic devices will work on solv-

ing of various particular problems.
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