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a b s t r a c t 

This paper suggests a new methodology for patterning writing style evolution using dynamic similarity. 

We divide a text into sequential, disjoint portions (chunks) of the same size and exploit the Mean De- 

pendence measure, aspiring to model the writing process via association between the current text chunk 

and its predecessors. To expose the evolution of a style, a new two-step clustering procedure is applied. 

In the first phase, a distance based on the Mean Dependence between each pair of chunks is evaluated. 

All document chunks in a pair are embedded in a high dimensional space using a Kuratowski-type em- 

bedding procedure and clustered by means of the introduced distance. In the next phase, the rows of the 

binary cluster classification documents matrix are clustered via the hierarchical single linkage clustering 

algorithm. By this way, a visualization of the inner stylistic structure of a texts’ collection, the resulting 

classification tree, is provided by the appropriate dendrogram. The approach applied to studying writing 

style evolution in the “Foundation Universe” by Isaac Asimov, the “Rama” series by Arthur C. Clarke, the 

“Forsyte Saga” of John Galsworthy, “The Lord of the Rings” by John Ronald Reuel Tolkien and a collection 

of books prescribed to Romain Gary demonstrates that the suggested methodology is capable of iden- 

tifying style development over time. Additional numerical experiments with author determination and 

author verification tasks exhibit the high ability of the method to provide accurate solutions. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction 

The rapidly growing number of digital sources in the virtual

pace prompts the development of intelligent systems for handling

f these data. Vast practical problems arise in such areas as plagia-

ism detection, identification of threat authorship, and computer

orensics. The analysis of authorship and writing style transforma-

ions is one of the emerging tools suitable for numerous applica-

ions in these fields. 

Writing style conveys a writer’s outline of attendance and rep-

esents an individual embodiment of the general writing process

omposed from many uncertain and attaching phases, which are

ommonly recognized as Pre-writing, Drafting and Writing, Sharing

nd Responding, Revising and Editing, and Publishing (see, for ex-

mple, [1] ). The writing style may vary over time even among the

ocuments created by the same author, and these changes can be

aused by modifications in the creative intention, influences of col-

eagues, changes in the social state, and so on. This would naturally
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ead to a dynamic patterning of the writing style and its inherent

volution. However, most of the existing methods (see a partial re-

iew in Section 2 ) do not take this fact into account and only study

he results of the writing process depicted by the considered texts.

A characteristic of the writing process dynamics has been in-

roduced [2] as a part of the modeling and visualization problem

or media in Arabic. This method has adequately pointed out the

hanges in social state, which were reflected in variations of the

ewspaper style. Modifications of the mentioned approach were

roposed in [3–5] . 

Using this methodology each document is divided into sequen-

ial, disjoint portions (chunks) of the same size, and whole docu-

ent or its chunk is represented as a distribution of suitably cho-

en N -grams (usually, 3-grams). The association of the current text

ith its several predecessors is evaluated by employing the Mean

ependence technique presented here, which averages text simi-

arity or dissimilarity with a precursor’s set. This overall approach

rovides a time series representation of a consecutive document

ollection, and conclusions concerning the style behavior are made

ith respect to the corresponding characteristics of the consequent

ime series. From the model standpoint these features actually ap-

ear to be the attributes of the writing style. For example, the os-

illation of this measure around a certain level indicates the style
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Fig. 1. Example of ZV T ,Dis, L graph. 
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consistency, and its significant deviation points identify alterations

in the style. However, the styles of non-adjacent segments may co-

incide, so an additional pairwise comparison procedure has to be

used in order to distinguish the styles. We follow this generic out-

line in current research. 

This paper is devoted to the task of pattern recognition, namely

to the application of described general methodology to dynamic

patterning of the writing style evolution. Note that this problem is

different from the known author verification problem where a set

of documents created by a single author is provided, and the pur-

pose is to check if examined text was composed by same author.

This task is usually resolved by construction of the author profile

and comparing the examined documents to this reference stan-

dard. In our case the situation is different. As noted, the writing

style of the same author can evolve over time. Hence, the desired

decision tool has to be sufficiently specific to recognize changes

in style affected by its own evolution, while remaining adequately

general, like the mentioned profile, in order to disregard variations

associated only with changes in the genre, topic, etc. 

We treat this problem in the following way. As was mentioned

above, a text (document) or a collection of documents under con-

sideration is divided into a series of sequential sub-texts (chunks),

and vector representation of the document chunks is built upon

the content-free words that commonly “glue” together the terms

in the text body. Joint occurrences of the content-free word can

provide valuable stylistic evidence of authorship [6,7] , and quan-

tify the influence degree of different historical periods for a given

author [8] . 

Further, in order to expose the style evolution, a two-step

clustering procedure is applied. In the first phase, by using the

Mean Dependence technique the distance between each pair of the

chunks is computed, which is calculated for each chunk with re-

spect to its own precursors and to the precursors of another chunk.

This measure is fed into a clustering procedure in order to verify

whether a pair of documents was written in the same style (style

verification). Afterwards, the chunks are embedded into a high di-

mensional space using a Kuratowski-type embedding procedure,

and the result is clustered by means of the introduced distance.

The provided embedding allows one to improve the clustering ac-

curacy, similarly to the famous Kernel trick. Finally, a single text is

assigned to a cluster that is consistent with the majority voting of

its own chunks, and a binary decision (whether style is the same

or not) is made. 

In the next phase, the rows of obtained binary classification

matrix are once again clustered by the hierarchical single linkage

clustering algorithm based on the Hamming distance, which in this

t  
ase coincides with the classical Euclidean distance. The resulting

lassification tree displayed by the hierarchical single linkage clus-

ering dendrogram presents a visualization of the stylistic struc-

ure of a set. The idea behind this operation is to allocate the doc-

ments in accordance with their connections to the rest of text

ollection. We apply the developed method to the analysis and ex-

ibition of writing style evolution in the fiction book series and

emonstrate that proposed methodology is trustworthy and capa-

le of properly identifying style changes over time. We also discuss

 feasibility of applying the methods connected to the sequential

ata clustering for our task. 

The last group of experiments with the author identification

rocedure demonstrates the ability of our method to successfully

ecognize the author, relying on a relatively limited amount of

ext. In this case, the text fragments are similarly grouped into the

umber of clusters, that corresponds to the number of discovered

tyles. It should be noted that insufficiently separated combina-

ions of the source documents may appear. In attempt to exclude

uch collections from the classification process, we use the ad-

usted Rand index to estimate the correspondence between split-

ing of each source document across the obtained partition and the

nderlying assignment. Only the combinations demonstrating high

greement expressed by a sufficiently large value of the adjusted

and index are involved in the analysis of the examined text. As a

esult, short text portions drawn at random from the books written

y the authors of the previously considered series, yet not belong-

ng to these series, were assigned to the correct author. 

This paper is organized as follows. Section 2 contains the re-

iew of related works. Section 3 describes the presented method-

logy. Section 4 includes the results of numerical experiments. The

ast section is devoted to the conclusions and discussion of the fu-

ure research directions. 

. Related works 

The field of authorship attribution aims to determine the au-

hor of a certain unidentified document in question by analyzing a

rovided collection of documents created by a number of known

andidates. This field was derived from analysis of comprehensive

ext reading involving documents of anonymous or questionable

uthorship. There is a long history of research in this area and the

ost prominent surveys of various methods are given in [6] and

9] . 

The measure of deviation used for quantitative evaluation of the

ext dissimilarity proves to be the key part of any quantitative au-

horship attribution algorithm. Burrows’s Delta [10] is one of the
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Fig. 2. Flowchart of Algorithm 1 . 
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ost recognized measures of stylistic difference. Since its first ap-

earance in 2002, various modifications have been proposed and

ested [11–13] . The Normalized Compression Distance parameter is

lso successfully applied to the text clustering and is used for the

valuation of computational costs of authorship attribution tasks

see, e.g. [14,15] ). 

Numerous algorithms utilize the word-based features and they

an be classified into three categories. The algorithms of the first

ype are considering documents as a group of functional words

for example, content-free words), neglecting the content words,

ince they tend to be strongly associated with the document top-

cs [16] . The second type of methods employs the conventional

ag-of-words approach only considering the content words to be

he document features [17] . Algorithms of the bag-of-words type

re based on the assumption that style mainly depends on the oc-

urrence probability distribution of words, phrases, or any other
elevant structures [18] . They are applicable when there is an ex-

licit connection between authors and topics. In this regard one

an mention a known method of locally discriminative topic mod-

ling [19] . 

The last type of methods considers word N -gram features pre-

ented by sequences containing N words or characters [20] . Char-

cter N -grams located at the character level appear to be a signifi-

ant feature for stylistic analysis. This representation is tolerant to

rammatical errors, has low computational cost and is appropriate

or various languages as it allows one to avoid complex prepro-

essing (e.g. tokenization in case of oriental languages). The proper

hoice of the N -gram length N is the key aspect of this approach.

 larger N values allow one to take the contextual data and sub-

ect of the text into account, while also leading to the dimension-

lity enlargement. A smaller N values increase the sensitivity to

he sub-word information, but lacks the ability to evaluate a wider
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Fig. 3. Illustration of Algorithm 1 . 

Fig. 4. Flowchart of Algorithm 2 . 
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context. In order to expose syntactical information, which is inher-

ently suitable for style determination, syntactic N -grams have been

introduced in [21–23] . 

Hybrid methods combine several types of features (see, for ex-

ample [24] ), thus exploiting both stylistic and topic features simul-

taneously. As it was noted in [25] , there is no universal feature that

is able to clearly separate different author styles. Thus, it is neces-
ary to analyze an incredibly wide set of features involving many

pproaches [6] in order to get the appropriate result. In the frame-

ork of author verification problem, the writing style becomes the

ost important definitive feature of the considered text [9,26] . The

roblem of authorship verification only considers a single candi-

ate author [27] . However, since any certain author identification

roblem can be reduced into a sequence of authorship verification
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Fig. 5. Illustration of Algorithm 2 . 
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roblems, the latter should be regarded as the fundamental one

28,29] . 

There are two principal methodologies of studying the author

erification problem: intrinsic and extrinsic. The intrinsic approach

perates only with the provided texts (one of acknowledged au-

horship and one being examined) and leads to a one-class classi-

cation problem [30–33] . Such problems also appear in the plagia-

ism detection area (see, e.g. [5,34–37] ). Extrinsic methods trans-

orm the verification task into a binary-classification problem. In

his respect, the notable Impostors Method [38] have to be men-

ioned. The decision in regard to the authorship of the examined

ocument is made by determining whether the document with

nown authorship is more similar to the one under examination

n comparison to the documents from the impostors set. While the

ethod proves to be effective in general, its applicability has sev-

ral limitations. For instance, it might be problematic to separate

he same-author and different-author pairs when the documents

nder investigation belong to the different genres or topics [28] . 

As for the occurrence of content-free words in the documents,

he large-scale stylometric analysis of literature was proposed in

8] . A new methodology for the literary style recognition was pro-

osed in [39] and [40] . In this approach, text is considered as an

utput of a random number generator corresponding to the given

uthor. From this standpoint, two styles would be distinguished by

eans of a multivariate two-sample test procedure applied in ap-

ropriate manner. 

. Methodology 

.1. Mean dependency 

Let us consider D as a collection of finite-length texts (docu-

ents) on a given alphabet, and take a distance function (semi-

etric) Dis: D × D −→ [0 , + ∞ ) on D such that for all D 1 , D 2 ∈ D

here holds: 

• Dis (D 1 , D 2 ) ≥ 0 (non-negativity). 
• Dis (D 1 , D 2 ) = Dis (D 2 , D 1 ) (symmetry). 
•
 Dis (D , D ) = 0 (reflexivity). D  
In general case it is not implied that if Dis (D 1 , D 2 ) = 0 then

 1 = D 2 . 

We divide a document D ∈ D into a series of sequential disjoint

arts, named chunks, of the same size L : 

 = { ̂  D 1 , . . . , ̂
 D m 

} . (1)

hus, the document D is the concatenation of m parts ̂ D 1 , . . . , ̂
 D m 

.

et us introduce the Mean Dependence, characterizing the mean

istance between a chunk ̂ D i , i = T + 1 , . . . , m and the set �i,T =̂ D i − j , j = 1 , . . . , T 
}

of its T “precursors”: 

V T, Dis ,L ( ̂  D i , �i,T ) = 

1 

T 

∑ 

̂ D ∈ �i,T 

Dis ( ̂  D i , ̂
 D ) . (2)

Under the proposed model the text body is considered as an

utput of a “random number generator”, which reflects the au-

hor’s writing style. Hence, the sequence ZV T ,Dis, L oscillating around

 certain level, and the association of a given text chunk with its

precursors” remains on the approximately same level if a docu-

ent is written in a single writing style. This approach is illus-

rated in Fig. 1 giving an example of ZV T ,Dis, L graph. 

This graph is built for values of ZV T ,Dis, L calculated for the con-

atenation of three first books of the “Rama” series by Arthur C.

larke (see, e.g. [41] ) and the first three books of the “Foundation

niverse” by Isaac Asimov (see, e.g. [42] ). The x -axis represents the

equential number of a chunk in the concatenation, and the y -axis

epresents the values of ZV T ,Dis, L . The largest peak corresponds to

he border between the book series, and smaller ones actually des-

gnate borders between the different books within the series. Large

alues of ZV T ,Dis, L appear as the result of evaluation of ZV T ,Dis, L for

he opening pieces of novels or cycles against a set of precursors,

hich are partially composed from chunks belonging to the previ-

us book or series. 

.2. Partitioning texts into homogeneous groups 

An important component of the proposed approach is a dis-

ance measure, designed to perform the separation of text parts

nto homogeneous groups in accordance with their writing style.

he diversity of chunks may be evaluated via the Mean Depen-

ency in the following way: 

ZV T, Dis ,L ( ̂  D i , ̂
 D j ) = 

∣∣A i,i + A j, j − A i, j − A j,i 

∣∣, i, j > T , (3)
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Fig. 6. Flowchart of Alg. 3 . 
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Fig. 7. Flowchart of Alg. 4 . 
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Algorithm 1 PTHG (Partitioning Texts into Homogeneous Groups). 

Input: 

Dis - distance function defined on D × D . 

T - delay parameter. 

L - chunk size 

D n = { D i , i = 1 , . . . , n } ⊂ D - documents collection. 

k - number of groups. 

Procedure: 

1: Construct C T,L (D n ) according to (5) and (6). 

2: Create a square matrix V of m × m size 

m = 

n ∑ 

i =1 

m i − nT 

of the values 

V 

(i 1 ) , (i 2 ) 

j 1 , j 2 
= ( DZV T, Dis ,L ( ̂  D 

(i 1 ) 
j 1 

, ̂  D 

(i 2 ) 
j 2 

)) 

for j 1 = T + 1 , . . . , m i 1 
, j 2 = T + 1 , . . . , m i 2 

, i 1 , i 2 = 1 , . . . , n. 

3: Treat the matrix rows as a set of vectors V = { V i , i = 1 , ..., m } in 

the Euclidian space R 

m . 

4: Cluster the set V into k clusters using the PAM algorithm. 

5: Assign each document to a cluster according to the majority 

vote ofits chunks. 
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where 

A a,b = ZV T, Dis ,L ( ̂  D a , �b,T ) , a = i, j; b = i, j. (4)

It is easy to see that it is a semi-metric, which meets the re-

quirements of the three semi-metric axioms stated above (same

as Dis). Apparently, we estimate the likeness of two chunks or,

more precisely, the likeness of the chunk styles, by comparing each

one of them to their corresponding precursors. It is reasonable to

assume that if the chunks are similarly associated with sets of

precursors, then they should belong to the similar writing style.

The grouping of chunks in accordance with their own style natu-

rally assumes applying the clustering procedure. However, the fact

that DZV T ,Dis, L is actually not a metric, might lead to the ambigu-

ity of the clustering process. In order to overcome this, we use a

Kuratowski-type embedding procedure [43] . 

Let us consider a set of n documents: 

D n = { D i , i = 1 , . . . , n } ⊂ D , 

which are going to be sorted into k groups. Let us divide the doc-

uments into chunks selecting such value for the chunk size L that

the number of chunks in each document is larger than T : 

D i = { ̂  D 

(i ) 
1 

, . . . , ̂  D 

(i ) 
m i 

} , m i > T , i = 1 , . . . , n, (5)

and take the total set of chunks: 

C T,L (D n ) = 

{̂ D 

(i ) 
j 

, j = T + 1 , . . . , m i , i = 1 , . . . , n 

}
. (6)

The embedding into the Euclidean space R 

m equipped by the

standard Euclidean distance ‖ · ‖ m 

is made as follows: 

π : (C T,L (D n ) , DZV T, Dis ,L ) → (R 

m , ‖ · ‖ ) , 

where for j = T + 1 , . . . , m i , i = 1 , . . . , n 

π
(̂ D 

(i ) 
j 

)
= ( DZV T, Dis ,L ( ̂  D 

(i ) 
j 

, ̂  D 

(q ) 
p )) , p = T + 1 , . . . , m q , q = 1 , . . . , n, 

which induces a new metric on C T,L (D n ) via the standard Eu-

clidean distance ‖ · ‖ m 

, m = m 1 + . . . + m n − nT in R 

m . In this em-

bedding procedure each chunk is represented as a vector with co-

ordinates corresponding to its DZV T ,Dis, L distances to all C T,L (D n )

members. 

For example, if there are only three chunks in C T,L (D n ) such

that 

• DZV T, Dis ,L 

(̂ D 

(1) 
1 

, ̂  D 

(2) 
1 

)
= 0 . 5 , 

• DZV T, Dis ,L 

(̂ D 

(1) 
1 

, ̂  D 

(3) 
1 

)
= 1 , 

then, in this case π( ̂  D 

(1) 
1 

) = (0 , 0 . 5 , 1) . On the one hand, this pro-

cedure maps the data into a high-dimensional vector space, but on

the other hand, in this space, similarly to the famous Kernel trick

(see, for example, [44] ), a linear classifier (for instance, the classi-

cal K -means algorithm) can be applied. 

In our study we employ the Partitioning Around Medoids (PAM)

algorithm [45] , which is considered to be more robust in compari-

son to the K -means approach. The proposed procedure is presented

as follows (see, Alg. 1 ). 

A flowchart of the algorithm is the following: 

Fig. 3 illustrates from left to right the intermediate results

of Algorithm 1 obtained as an example for the seven books of

the “Foundation” series by Isaac Azimov considered in detail in

Section 4.2.2 . The left picture exemplifies division of the books,

where the blue bars symbolize the borders between sequential

chunks in a book, while the yellow ones indicate the borders be-

tween consequent books. The next picture represents the matrix

V in the Matlab fashion such that greater distances correspond to

brighter colors. The right picture is a graph demonstrating the fi-

nal cluster assignment of the chunks into two clusters discussed in

detail in Section 4.2.2 . 
We apply this clustering procedure to the Author Verification

ask in the following manner. Let us suppose that we have two

exts D 1 and D 2 , which are going to be tested for being written by

he same author. We split the documents and group the chunks in

wo clusters using Algorithm 1 . The conclusion is made according

o the cluster assignment. 

Fig. 5 illustrates intermediate results of Algorithm 2 obtained

lgorithm 2 Author Verification Algorithm (AVA). 

nput: 

D 1 , D 2 ∈ D - two texts to compare. 

Dis - distance function defined on D × D . 

T - value of the delay parameter T . 

L - chunk size. 

rocedure: 

1: Construct a collection D 2 = { D 1 , D 2 } . 
2: Call PTHG ( Dis , T , L, D 2 , 2) and assign the documents to two

clusters. 

3: If D 1 and D 2 are allocated in the same cluster then they are

assumed to be written by the same author, otherwise they are

not. 

s an example for first book of the “Foundation” series by Isaac

zimov and for first book in the “Rama” series by Arthur C. Clarke

tudied in Section 4.2.3 . The meaning of the pictures is the same

hat in Fig. 3 . 

In turn, a general algorithm summarizing the proposed method-

logy is presented. This clustering algorithm ( Algorithm 3 ) is de-

igned for the author identification procedure in case the docu-

ent in question D 0 should be verified regarding its alleged au-

horship in a collection: 

 n = { D 1 , . . . , D n } ⊂ D . 

he main idea is the same: the document under investigation and

he training collection are divided into chunks, and clustered. The

xamined document is assigned to a cluster (i.e. style) with the

ighest winning rate of corresponding chunks. 

The number of different authors is usually known and assumed

o coincide with the number of different styles ( S ) in the collection.

ote that the presence of S different styles in the source collection
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Algorithm 3 Author Identification Algorithm (AIA). 

Input: 

D 0 - the document in question. 

S - number of different styles in the collection. 

D n = { D 1 , ..., D n } ⊂ D - documents assigned to S author styles. 

Procedure: 

1: Select Dis - distance function defined on D × D . 

2: Select T - value of the delay parameter T . 

3: Select L - chunk size. 

4: Select C Rand - threshold for significance of the Adjusted Rand 

Index. 

5: Construct a new collection D n + 1 = { D i , i = 0 , . . . , n } . 
6: if S = 1 then 

7: Call AVA ( Dis , T , L, D n + 1 ) to compare the styles of D 0 and 

D n . 

8: STOP 

9: else 

10: Call PTHG ( Dis , T , L, D n + 1 , S) and obtain a partition 

Cl (S) (D n + 1 ) . 
11: Construct Cl (S) (D n ) from Cl (S) (D n + 1 ) and calculate 

ARI 
(
Cl (S) (D n ) 

)
. 

12: if ARI 
(
Cl (S) (D n ) 

)
≤ C Rand then 

13: Consider to redefine the procedure parameters. 

14: Message “The source collection is not separated”. 

15: STOP 

16: else 

17: Assign D 0 to a style, which is the most frequent in its 

cluster. 

18: end if 

19: end if 

h  

c  

p  

t  

s  

R

 

l

c  

z  

t  

a  

c  

r

 

h  

r  

p  

i

 

 

 

 

t

n

a

n

 

A

 

r  

t  

s  

c  

c

3

 

t  

i  

t  

i  

a  

c  

u  

t

P

a

D

w  

p

 

A  

p  

t  

d  

t  

“  

m  

t  

i  

l

 

d  

o  

d  

t  

t  

e  

q  

l  
as to be assured, since several authors may write documents in

ollaboration or the chunk size L may be selected in an inappro-

riate manner such that the styles cannot be distinguished using

he chosen configuration of parameters. In order to evaluate the

eparation of styles for a clustering solution we use the adjusted

and index [46] . 

Originally, the Rand index [47] appeared in classification prob-

ems where grouping outcomes are compared to a “Ground Truth”

ategorization. The value range of the Rand index lies between

ero and one. Zero value specifies the complete disagreement of

wo data partitions on any pair of items. If both partitions are ex-

ctly the same, then the Rand index is equal to one. The main in-

onvenience of the Rand index is that its expected value for two

andom partitions is not constant. 

The Adjusted Rand Index (ARI) is based on the generalized

yper-geometric distribution, such that partitions are collected

andomly with a fixed number of elements in each cluster. The ex-

ected value of this index is zero for independent partitions, and

ts maximal value is equal to unity for identical ones. 

Consider two following distributions of a document collection: 

1. Partition constructed according to the predefined document

styles 

D n = 

S ⋃ 

m =1 

S m 

( D n ) , 

where S m 

( D n ) consists of the documents with style S m 

, m =
1 , . . . , S. 

2. The separation Cl ( S ) of the documents into S clusters obtained

by means of Algorithm 1 : 

D n = 

S ⋃ 

Cl 
( S ) ,i 

( D n ) . 

i =1 

a

We create a contingency table composed from the all quanti-

ies 

 si = 

∣∣S m 

( D n ) ∩ Cl 
( S ) ,i 

( D n ) 
∣∣, s, i = 1 , . . . , S, 

nd introduce: 

 s · = 

S ∑ 

i =1 

n si , n ·i = 

S ∑ 

s =1 

n si . 

The Adjusted Rand Index (ARI) is 

ARI 
(
Cl (S) 

)
= 

∑ S 

s,i 

(
n si 

2 

)
−

∑ S 

s =1 

(
n s ·
2 

)∑ S 

i =1 

(
n ·i 
2 

)
/ 
(

n 
2 

)
1 
2 

(∑ S 

s =1 

(
n s ·
2 

)
+ 

∑ S 

i =1 

(
n ·i 
2 

))
−

∑ S 

s =1 

(
n s ·
2 

)∑ S 

i =1 

(
n ·i 
2 

)
/ 
(

n 
2 

) . 

We consider a clustering Cl ( S ) to be conventional if

RI( Cl ( S ) ) > C Rand , where C Rand is a given threshold. 

Note, that there is a new parameter C Rand involved in the algo-

ithm. Its purpose is to estimate the ability of clustering procedure

o separate the training set. If the value of ARI calculated for the

ource collection does not exceed a given threshold C Rand then we

annot assume the training collection to be reliable for the current

onfiguration of parameters. 

.3. Distance construction 

Within the proposed approach the choice of the distance func-

ion is essential for suitable distinguishing of the different writ-

ng styles. Formally, measures such as the Levenstein distance (or

he edit distance) [48] can be used. In the text mining domain it

s more suitable to convert texts into the probability distributions

nd to measure the distance between them, subsequently. In our

ontext, we introduce a transformation F, which maps all the doc-

ments belonging to D into the set P M 

of all probability distribu-

ions on [0 , 1 , 2 , . . . , M] : 

 = { p i , i = 0 , 1 , 2 , . . . , M} , p i ≥ 0 , 

M ∑ 

i =0 

p i = 1 , 

nd consider 

is (D 1 , D 2 ) = dis ( F ( D 1 ) , F ( D 2 ) ) , 

here M is a natural number, and dis is a distance function (a sim-

le probability metric) defined on P M 

× P M 

. 

The theory of probability metrics is presented in [49] and [50] .

 comprehensive survey of distance/similarity measures between

robability densities can be found in [51] . As usual, a transforma-

ion F is constructed by means of the Vector Space Model. Each

ocument is described by the table of term frequencies in con-

rast to the vocabulary representation, containing all the words (or

terms”) in all of the documents contained in the corpus. Thus, the

odel disregards grammar and particular order of terms but re-

ains the collection of terms. The tables are interpreted as vectors

n a linear space with dimensionality equal to the size of vocabu-

ary. 

In the Bag of Words model a document is represented as the

istribution of words, where stop-words are usually removed in

rder to reduce the spatial dimensions. The Keywords Model is a

erivative from the latter. In this case the bag contains only par-

icular selected words, instead of including every term from the

ext corpus. As for the N -grams model, the vocabulary includes ev-

ry N -gram in the corpus, with an N -gram being a connecting se-

uence of N characters from a text occurring in a slide window of

ength N . The N -gram based approaches are widely applied in the

rea of text retrieval tasks. 
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Algorithm 4 Parameters Selection 

Input: 

Two document collections assigned to two different 

styles D 

(1) 
n 1 

= 

{ 

D 

(1) 
1 

, ..., D 

(1) 
n 1 

} 

and D 

(2) 
n 2 

= 

{ 

D 

(2) 
1 

, ..., D 

(2) 
n 2 

} 

. 

Procedure: 

1: Select C Rand - threshold for significance of the adjusted Rand 

index. 

2: Select T = { T 1 , ..., T m 

} - a set of the tested values of T . 

3: Select L = { L 1 , ..., L k } - a set of the tested values of L . 

4: Select Iter - number of iterations. 

5: Select Dis - distance function defined on D × D , where 

D = D 

(1) 
n 1 

∪ D 

(2) 
n 2 

. 

6: for T ∈ T do 

7: for L ∈ L do 

8: for i = 1 : Iter do 

9: Randomly choose D 

(1) 
j 1 

∈ D 

(1) 
n 1 

and D 

(2) 
j 2 

∈ D 

(2) 
n 2 

. 

10: Construct D i = 

{ 

D 

(1) 
j 1 

, D 

(2) 
j 2 

} 

. 

11: Call PTHG ( Dis , T , L, D i , 2) and obtain a partition Cl (2) (D i ) . 

12: Calculate R i = ARI 
(
Cl (2) (D i ) 

)
. 

13: end for 

14: Calculate A 0 (t, l) = mean (R i | i = 1 , ..., Iter) . 

15: end for 

16: end for 

17: For each T ∈ T find 

L ∗(T ) = arg min 

L ∈L 
{ A 0 (T , L ) > C Rand } . 

18: Find 

T ∗ = arg min 

T ∈T 
{ L ∗(T ) } 

19: The pair ( T ∗, L ∗(T ∗) ) is the chosen system configuration. 
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3.4. Feature selection 

Feature selection is a process of picking a subset of distinctive

features, appropriate to the particular problem under investigation.

In the studied problem, the non-informative terms appear in mi-

nor fractions of chunks with relatively low frequencies. Therefore,

the separation algorithms are not sensitive to the presence of such

terms within a given chunk, since their occurrence rates are low

for all chunks involved. Naturally, the number of such terms may

increase as the chunk size L becomes smaller. We evaluate the

merit of a given term based on their average occurrence in the

whole corpus: 

S(w i ) = average { f ( w i , D ) , D ∈ D } , 
where f ( w i , D ) is the frequency of the term w i in a document D ∈
D . During the next step only terms belonging to the set 

IW (T ) = { S(w i ) > T r } , (7)

are involved in construction of the Vector Space Model. Here, Tr is

a predefined threshold. Evidently, the most crucial parameters in

the proposed methodology are the delay T and the size of chunks

L . The problem of appropriate feature combination selection is ill-

posed, since various parameter configurations could lead to the

identical behavior of the system. It is clear that larger values of

T and L should hypothetically lead to more stable results. However,

on the other hand, the number of text chunks may decrease to

such degree that ZV T ,Dis, L will no longer reflect the style dynam-

ics, and the majority vote classifier will become unreliable. In this

regard, it is necessary to keep a balance between the parameter

values and the number of chunks when choosing the parameter

configuration. 

In the spirit of [52] , we propose to seek the parameter values,

which provide an appropriate separation of document sets belong-

ing to inherently different styles. This idea is implemented in the

following algorithm ( Algorithm 4 ): 

Let us take two collections written in different styles 

D 

(1) 
n 1 

= 

{
D 

(1) 
1 

, . . . , D 

(1) 
n 1 

}
, D 

(2) 
n 2 

= 

{
D 

(2) 
1 

, . . . , D 

(2) 
n 2 

}
with two sets of possible parameters values 

T = { T 1 , . . . , T m 

} , L = { L 1 , . . . , L k } 
These groups can be preferred resting upon our previously col-

lected knowledge or the general perception. We repeat several

times (parameter Iter in the algorithm) the same procedure. 

For each combination of T ∈ T and L ∈ L two documents D 

(1) 
j 1 

∈
D 

(1) 
n 1 

and D 

(2) 
j 2 

∈ D 

(2) 
n 2 

are chosen at random, divided into chunks

and clustered using the Algorithm 1 , with purpose of determining

the ARI between initial and obtained partitions. After the comple-

tion of iterations when the average value A 0 ( T, L ) of ARI is found,

the following value is attained for each T ∈ T 

L ∗(T ) = arg min 

L ∈L 
{ A 0 (T , L ) > C Rand } 

and 

T ∗ = arg min 

T ∈T 
{ L ∗(T ) } . 

Here, C Rand is predefined threshold. The pair ( T ∗, L ∗( T ∗)) is the cho-

sen system configuration. 

4. Numerical experiments 

4.1. Experiments setup 

4.1.1. Vector space model 

All calculations are performed in the Matlab environment. Sim-

ilarly to [8] , in this paper we employ the content-free word ap-

proach as the basis for the Vector Space Model. Content-free words
an be considered as a kind of stylistic “glue” of the language, be-

ause they do not convey semantic meaning on their own, how-

ver they establish the link between the terms that do. As it was

entioned earlier, joint occurrences of the content-free words can

rovide valuable stylistic evidence for authorship verification [6,7] .

his approach was successfully used in the analysis of quantitative

atterns of stylistic influence [8] . 

Frequency of the content-free word occurrences calculated for

 large number of authors and texts over a long period can re-

ect temporal trends in styles. Moreover, frequency vectors of the

ontent-free words provide topic-independent literal characteris-

ics of a text and are correspondingly distributed among the au-

hors working in adjacent periods. Though this research was per-

ormed resting upon a large number of books from the Project

utenberg Digital Library corpus, we apply content-free word ap-

roach in our study since it appears to be suitable for consider-

ng the style evolution. A list of 307 content-free words used in

ur experiment is presented in this article and contains preposi-

ions, articles, conjunctions, auxiliary verbs, some common nouns

nd pronouns. 
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Fig. 8. The averaged values of adjusted Rand index obtained for the Spearman’s 

Correlation Distance. 
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.1.2. Distance 

Resting upon the similarity of their shapes, we would like

o characterize similarity between the distributions P = { p i , i =
 , 1 , . . . , M} ∈ P M 

and Q = { q i , i = 0 , 1 , . . . , M} ∈ P M 

obtained using

he Vector Space Model, in assumption that the distribution forms

aturally characterize the manner of term incorporation in the

ocument style. In this paper we compare two following distances:

• The Spearman’s Correlation Distance (see, e.g. [53,54] ) is defined

as 

S( P , Q ) = 1 − cor r (R ( P ) , R ( Q )) = 1 − ρ( P , Q ) , 

where ρ is the Spearman’s ρ (see, e.g. [55] ): 

ρ( P , Q ) = 1 − 6 

∑ M 

i =0 ( R (p i ) − R (q i ) ) 
2 

( M + 1 ) 
(
( M + 1 ) 

2 − 1 

) . 

If the value of Spearman correlation is high ( ρ ≈ 1 and S ≈ 0)

then the variables demonstrate a comparable ranking, while the

low value ( ρ ≈ −1 and S ≈ 2) means that the ranks are opposed.

A function R maps each distribution P = { p i , i = 0 , 1 , . . . , M} ∈
P M 

to (1 , . . . , M + 1) such that R ( p i ) is the rank (position) of

p i in the ranked array P . If several probabilities appear to have

tied values, then their ranks are computed as the average one.

Note that this definition is slightly different from those given in

( [56] , p. 211 and p. 309), where the Spearman ρ distance is the

Euclidean metric on permutations (rankings). 
• The Canberra Type Distance [57] : 

C( P , Q ) = 

M ∑ 

i =0 

(
2 ( p i − q i ) 

p i + q i 

)2 

. 

This measure, which is closely associated with the Canberra

distance dissimilarity, is very popular. It was successfully used

for classification based on the Common N -Grams [30,31] , in pla-

giarism detection area [34,36] and so on. 

.1.3. Clustering 

Clustering is an unsupervised tool that suggests enhanced inter-

retations of the underlying data structure via partitioning it into

omogeneous groups. Competitive discussions of the modern clus-

ering techniques can be found in [58] and [59] . Roughly speaking,

lustering methods fall into two categories of hierarchical and par-

itioning ones. 

The clustering procedure separates the data points into given

umber of disjoint groups, usually via minimization of certain

bjective function. The Mean Squared Error (MSE) is by far the

ost popular objective function employed for partition cluster-

ng. This function evaluates the mean-squared distance of data

oints from the nearest centroid (cluster center). Euclidean sum-

f-squares clustering, appearing ones the squared Euclidean dis-

ance used, is an NP -hard problem [60] . 

The famous K -means algorithm provides a suboptimal solution

f this problem. In its most popular version, in order to decrease

he value of the objective function this algorithm generates clusters

irectly in attempt to learn groups by their random initialization

ombined with iterative moving points between subsets. From the

robabilistic point of view, the algorithm tries to detect dense ar-

as in the data within the Gaussian Mixture Model (see, e.g. [58] ). 

The key benefit of K -means approach is that local minima for

ny initial centroid set can always be reached. The main weakness

f K -means is that the obtained solution essentially depends on

he conditions of process initialization, thus it is not able to solve

lobal clustering problems. Numerous methods were proposed to

nitialize the K -means process (see, e.g. [58,61,62] ). However, no

ethod has been yet recognized as a superior one. 
According to [58] , iterative optimization is the most common

echnique used for seeking the optimal partitions. Generally speak-

ng, the strategy is to relocate points from a group to an alterna-

ive group incrementally, trying to improve the value of the objec-

ive function. This idea was actually implemented in various itera-

ive clustering procedures (see, e.g. [63] ). Although the method can

nly ensure a local solution, it helps to avoid the so-called artifi-

ially stable clusters and to activate more suitable configurations. 

Another prominent weakness of the method is connected to the

act that the arithmetic mean value obtained as a cluster represen-

ative (centroid) is not robust in respect to the outlying points. The

 -medoids clustering approach related to the K -means method was

onsidered as an attempt to highlight this problem. 

K -medoids methodology aims to minimize the sum of diver-

ences between all corresponding cluster items and the data item

hat was appointed as the cluster center. As a result, a whole clus-

er is represented by a single belonging point. Such a selection of

edoids (cluster centers) is affected by the major fraction of ele-

ents within a cluster and, consequently, is more robust in com-

arison to the K -means. In particular, it is less sensitive to the out-

iers (see, e.g. [59] ). 

For our study we employ the most common implementation

f K -medoids clustering, namely the Partitioning Around Medoids

PAM) algorithm [45] . Despite the fact, that PAM has the quadratic

omplexity with respect to the number of items. The algorithm is

nitiated with a starting set of medoids and then attempts to swap

hem with the non-medoids points, aiming to reduce the value of

he object function. The algorithm stops when no possible change

s left in the items assignments. 

.1.4. Parameter selection 

In order to determine the appropriate parameter values, the

lgorithm 4 is applied. In the future experiments the following

ook series were taken as two a priori different text collections: 

• The “Foundation Universe” by Isaac Asimov (see, e.g. [42] ). 
• The “Rama” series by Arthur C. Clarke (see, e.g. [41] ). 

These collections contain 7 and 6 books, correspondingly.

he Vector Space Model was constructed as described in

ection 4.1.1 using a threshold T r = 0 . 5 in (7) . Each book from the

rst collection is compared with each book from another collection

42 comparisons). This is slightly different from the Algorithm 4 ,

here randomly selected documents were related. We test three

alues of the delay parameter T = {5, 10, 20} with ten sequential

alues of the chunk sizes L = { 50 0 , 10 0 0 , . . . , 50 0 0 } . Fig. 8 presents

hree graphs of the adjusted Rand index calculated for chosen val-

es of T using the Spearman’s Correlation Distance. 

Very close results are obtained for the Canberra Type Distance

see Fig. 9 ). 

Assuming C Rand = 0 . 9 in the Algorithm 4 , we get L ∗(T ) = 2500 ,

0 0 0, 150 0. So, T ∗ = 20 and L ∗(T ∗) = 20 0 0 . 
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Fig. 9. The averaged values of adjusted Rand index obtained for the Canberra Type 

Distance. 
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Fig. 10. Dendrograms of the “Foundation” series hierarchy. 
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Fig. 11. Dendrograms of the “Rama” series hierarchy. 
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Thus, we use the following parameter values in our experi-

ments: 

• T = 20 , 
• L = 20 0 0 , 
• T r = 0 . 5 . 

4.2. Evolution of the style in book series 

A book series is a set of several tomes, organized together in an

arranged collection on account of certain common features. Series

are formed to share a common scenery, story arc or a group of

characters by means of referencing some preceding events. Thus,

the books from a given series are usually published sequentially,

in accordance with their internal chronology. Often, the princi-

pal characters (the series skeleton), develop across the series, al-

though it does not influence on the central plot. Some authors do

not write their books in the chronological order, publishing each

book independently of internal chronology of the plot. Therefore,

the writing style of a series may evolve, following the changes of

the authors’ attitude or alterations of genre. In this section, we ap-
ly the proposed methodology to expose the evolution of writing

tyle and to divide a series into style-consistent periods. 

We analyze the following four book series: 

• “Foundation Universe” by Isaac Asimov (see, e.g. [42] ). 
• “Rama” series by Arthur C. Clarke (see, e.g. [41] ). 
• “Forsyte Saga” by John Galsworthy (see, e.g. [64] ). 
• “The Lord of the Rings” by John Ronald Reuel Tolkien (see, e.g.

[65] ). 

Additionally, a set of twelve available in the internet books pre-

cribed to a famous novelist Romain Gary is studied. 

.2.1. Two-step clustering and results visualization 

The two-step cluster analysis is a scalable clustering methodol-

gy constructed to manage very large data sets [66] . The common

pproach consists of two main steps. Initially, a partition algorithm

ike the K -means is applied, in order to form the so-called small

pre-clusters”. The number of clusters can be beforehand deter-

ined or evaluated using a cluster validation technique. The ob-

ained clusters are expected to be sufficiently consistent but not

oo small, since they are treated at the next step as separate ob-

ervations. Afterwards, a procedure of hierarchical agglomerative

lustering consecutively combines the “pre-clusters” into the ho-

ogeneous groups. An agglomerative hierarchical procedure starts

rom the singleton clusters and aggregates them into groups until

 stopping criterion is met. No item is moved from a constructed

luster to another one. In this paper we propose different proce-

ure designed in the spirit of the two-step cluster methodology. 

At the first stage, books from a series are compared to each

ther by the Algorithm 2 (see, Section 3.2 ). This procedure as-

igns documents to styles based on a partition clustering tech-

ique accompanied by the major voting. The results are presented

ia a binary square matrix, where ’1’-s indicate the correspond-

ng pair of books found to have different styles. However, at this

oint we would like to classify the books’ similarity by means of

he overall relationship between the styles. Namely, we intend to

orm books into groups resting upon their similarity or dissimi-

arity with all books in the series. To this effect the row clusters

f the obtained binary classification matrix is created, using the

ingle linkage agglomerative hierarchical algorithm based on the

amming distance. In our case of binary vectors it coincides with

he standard Euclidean distance. The process is performed until all

tems are collected into one single cluster. This hierarchical cluster-

ng procedure yields a nested structure of the styles. 

The obtained dendrogram, named resulting classification tree in

ur method, reveals a visualization of the writing style evolution.

urther, we present such trees via dendrogram plots, where the y -

xis represents the distances between the conjoint items. 

.2.2. The “Foundation Universe” by Isaac Asimov 

The “Foundation Universe” is the legendary collection of science

ction books by Isaac Asimov, which had been published during

he period between 1950 and 1993. The consequent books had the

rbitrary order in respect to the internal chronology of a series. The

lot of the original series, which was centered around the mathe-

atician Hari Seldon and the development of his plan, was later

erged with other Asimov cycles. The “Author’s Note” to the “Pre-

ude to Foundation” proposes the timetable of the original “Foun-

ation” series, and it is also said there that “they were not written

n the order in which (perhaps) they should be read”. The book

Forward the Foundation” is not mentioned in this list, as it have

ot yet been published. However, based on its contents this novel

s usually put into the second position on the internal timescale

f the series. We arrange the original “Foundation” series in the

ollowing order: 

• “Prelude to Foundation” (denoted as F 1) (1988), 
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Table 1 

Comparison of the “Foundation” series using the S distance. 

F 1 F 2 F 3 F 4 F 5 F 6 F 7 

F 1 0 0 1 1 1 1 1 

F 2 0 0 1 1 1 1 1 

F 3 1 1 0 1 0 1 1 

F 4 1 1 1 0 0 1 1 

F 5 1 1 0 0 0 1 1 

F 6 1 1 1 1 1 0 1 

F 7 1 1 1 1 1 1 0 

Table 2 

Comparison of the “Foundation” series using the C distance. 

F 1 F 2 F 3 F 4 F 5 F 6 F 7 

F 1 0 0 1 1 1 1 1 

F 2 0 0 1 1 1 1 1 

F 3 1 1 0 0 0 1 1 

F 4 1 1 0 0 1 1 1 

F 5 1 1 0 1 0 1 0 

F 6 1 1 1 1 1 0 0 

F 7 1 1 1 1 0 0 0 

 

t

 

{  

c  

s  

s  

o  

r

 

p  

s  

m  

m  

a

 

w  

T  

1  

w  

c  

t  

t  

i  

i

 

t  

t  

t  

a  

g  

t  

o  

b  

fi  

f

Table 3 

Comparison of the “Rama” series using the S distance. 

R 1 R 2 R 3 R 4 R 5 R 6 

R 1 0 1 1 1 1 1 

R 2 1 0 0 0 0 0 

R 3 1 0 0 0 0 1 

R 4 1 0 0 0 0 1 

R 5 1 0 0 0 0 1 

R 6 1 0 1 1 1 0 

Table 4 

Comparison of the “Rama” series using the C distance. 

R 1 R 2 R 3 R 4 R 5 R 6 

R 1 0 1 1 1 1 1 

R 2 1 0 0 0 0 0 

R 3 1 0 0 1 0 1 

R 4 1 0 1 0 0 0 

R 5 1 0 0 0 0 0 

R 6 1 0 1 0 0 0 
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• “Forward the Foundation” (denoted as F 2) (1993), 
• “Foundation” (denoted as F 3) (1951), 
• “Foundation and Empire” (denoted as F 4) (1952), 
• “Second Foundation” (denoted as F 5) (1953), 
• “Foundation’s Edge” (denoted as F 6) (1982), 
• “Foundation and Earth” (denoted as F 7) (1986). 

Tables 1 and 2 represent the results of style comparison ob-

ained using the S and C distances, correspondingly. 

Table 1 highlights the following clusters: { F 1, F 2}, { F 3, F 4, F 5},

 F 6} and { F 7}. The first two rows and first two columns (the first

luster) in Table 1 contain only ‘0’s. The block corresponding to the

econd cluster is composed from seven ‘0’s and only two ‘1’s. The

ixth and seventh columns contain only ‘1’s except for the diag-

nal elements. The classification tree given in Fig. 10 (top panel)

eaffirms this partition result. 

As one can see from Table 2 and Fig. 10 (bottom panel), the

artition provided by the C distance is slightly different. Here, the

econd cluster contains { F 3} and { F 4}, and “ Second Foundation” is

oved to { F 5, F 6, F 7}. This may be connected to the fact that Asi-

ov tried to finish the series with “Second Foundation”, however

dmirers persuaded him to write the sequel. 

The “Foundation” initially consisted of eight small sections,

hich had been published between May 1942 and January 1950.

he first tome of the series entitled “Foundation” and issued in

951 consists of the main four stories and single ancillary story,

hich takes place after the main ones. The rest of the pairwise

ombined stories formed the “Foundation and Empire” (1952) and

he “Second Foundation” (1953) tomes. This collection known as

he “Foundation Trilogy” exactly coincides with the second cluster

n the obtained partition. These three books form the same cluster

n both partitions. 

The fourth tome entitled “Foundation’s Edge” was written af-

er a 30-year pause in 1982 and was accompanied with “Founda-

ion and Earth” later in 1986. In this volume, Asimov tries to bring

ogether all three novels “Robot”, “Empire” and “Foundation” into

 unified “Universe” and to offer the “Galaxia” notion as an inte-

rated collective mind. This pair of books comprises the third clus-

er in the second partition and two separate groups in the first

ne. This fact can be related to the difference in intent of these

ooks. Afterwards, Asimov wrote two prequels that comprise the

rst cluster. Thus, both partitions obtained via our method per-

ectly suit the evolution of writing style. 
.2.3. The “Rama” series by Arthur C. Clarke 

This book series includes six novels: 

• “Rendezvous with Rama” (denoted as R 1) (1972), 
• “Rama II” (denoted as R 2) (1989), 
• “The Garden of Rama” (denoted as R 3) (1991), 
• “Rama Revealed” (denoted as R 4) (1993), 
• “Bright Messengers” (denoted as R 5) (1995), 
• “Double Full Moon Night” (denoted as R 6) (1999). 

“Rendezvous with Rama” is the first novel written personally

y Arthur C. Clarke and published in 1972. Arthur C. Clarke paired

p with Gentry Lee for ( R 2 − R 4 ) books. According to [67] , these

ooks were actually written by Gentry Lee, while Arthur C. Clarke

as mainly providing the editing recommendations. The next two

ovels R 5 and R 6 were written by Gentry Lee alone. Tables 3 and

 represent the results of the style comparison obtained using the

 and C distances, correspondingly. 

The following Fig. 11 displays dendrograms of the series hier-

rchy for two distances ( S -top panel and C -bottom panel), corre-

pondingly. 

Reviewing the obtained results we note that the source novel

Rendezvous with Rama” ( R 1) is completely different from other

ooks of the series, as to be expected. In both tables the first row

nd first column are composed from ‘1’s except for the first el-

ment. This initial novel was awarded on several occasions, but

he following books did not receive the same critical acclaim.

able 3 together with Fig. 11 (top panel) shows a three cluster

tructure { R 1}, { R 2 − R 5 } and { R 6}. This result is in good agreement

ith the fact that the books (R 2 − R 5) were published at constant

ate of one book per two years, but the last book ( R 6) was pub-

ished after a four years pause. 

According to the allocation of ‘0’s and ‘1’s the classification

ased on the C distance yields three clusters { R 1}, { R 2 − R 3 } and

 

R 4 − R 6 } . The corresponding classification tree offers the following

plit (see, Fig. 11 (bottom panel)): { R 1}, { R 3}, { R 2, R 5} and { R 4, R 6}.

hese two partitions are poorly matched and do not agree with the

eries creation process. 

.2.4. The “Forsyte Saga” by John Galsworthy. 

The famous “Forsyte Saga” by John Galsworthy was announced

nder that title for the first time in 1922. It includes three novels

nd two interludes written during the period between 1906 and

921. Galsworthy created a sequel to the series, named “A Mod-

rn Comedy”, between 1924 and 1928. An additional sequel trilogy,

End of the Chapter”, which is actually a spin-off from the pre-
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Table 5 

Comparison of the “Forsyte Saga” series using the S and C dis- 

tances. 

For 1 For 2 For 3 For 4 For 5 For 6 For 7 

For 1 0 1 0 1 1 1 1 

For 2 1 0 1 1 1 1 0 

For 3 0 1 0 0 1 1 1 

For 4 1 1 0 0 1 0 1 

For 5 1 1 1 1 0 0 0 

For 6 1 1 1 0 0 0 0 

For 7 1 0 1 1 0 0 0 
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Fig. 12. Dendrograms of the “Forsyte Saga” series hierarchy. 
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Fig. 13. Dendrograms of the “Lord of the Rings” series hierarchy. 
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Fig. 14. Examples of the Euclidean sum-of-squares error graphs. 

Table 6 

Comparison of the “Lord of the Rings” series using the S distance. 

T 1 T 2 T 3 T 4 T 5 

T 1 0 0 0 1 1 

T 2 0 0 0 0 1 

T 3 0 0 0 0 1 

T 4 1 0 0 0 1 

T 5 1 1 1 1 0 

Table 7 

Comparison of the “Lord of the Rings” series using the C distance. 

T 1 T 2 T 3 T 4 T 5 

T1 0 0 0 1 1 

T2 0 0 0 0 1 

T3 0 0 0 0 1 

T4 1 0 0 0 0 

T5 1 1 1 0 0 
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viously written stories, was issued in 1931–1933. We analyze the

following titles: 

1. The “Forsyte Saga”
• “The Man of Property” (novel denoted as For 1) (1906), 
• “Indian Summer of a Forsyte” (interlude denoted as For 2)

(1918), 
• “In Chancery” (novel denoted as For 3) (1920), 
• “To Let” (novel denoted as For 4) (1921). 

2. “End of the Chapter”
• “Maid In Waiting” (novel denoted as For 5) (1931), 
• “Flowering Wilderness” (novel denoted as For 6) (1932), 
• “Over the River (One more River)” (novel denoted as For 7)

(1933). 

We do not take a very short interlude “Awakening” published in

1920 into account. Both of the considered distance functions S and

C provide the same classification results presented in the Table 5 . 

First of all, from Table 5 one can see that the writing styles

of the second sub-series are similar to each other, yet they are

different from styles of other books in the collection. Thus, these

books have formed a cluster of their own. The styles of the book

pairs { For 1, For 3} and { For 3, For 4} can be successfully distinguished.

These three manuscripts comprise the next cluster. The remaining

single interlude naturally falls into its own self-containing cluster.

The obtained hierarchy of the series is properly validated and given

in Fig. 12 . The style evolution of the cluster is { For 1, For 3, For 4} is

clearly outlined. At the first stage { For 1, For 3} is constructed, and

afterwards { For 4} is appended to the cluster. All works are accu-

rately divided in accordance with time period of their creation.

Fig. 2, 4, 6 and 7 

4.2.5. “The Lord of the Rings” by John Ronald Reuel Tolkien 

“The Lord of the Rings” is an epic high fantasy story created

by John Ronald Reuel Tolkien as a sequel to his previous fantasy

novel “The Hobbit” published in 1937. We analyze the following

five titles: 

• “The Hobbit” (denoted as T 1) (1937), 
• “The Fellowship of The Ring” (denoted as T 2) (1954), 
• “The Two Towers” (denoted as T 3) (1954), 
• “The Return of The King” (denoted as T 4) (1955), 
• “The Silmarillion” (denoted as T 5) (1977). 

Tables 6 , 7 and Fig. 13 demonstrate the obtained results. 

From Table 6 one can see that books T 2, T 3 and T 4 (the core

art of the series) constitute a purely homogeneous cluster (just

0’-s in the corresponding block of the matrix). Such result is to be

xpected, since the novels were created by splitting single unpub-

ished text into three parts. Predictably, the novel T 1 (“The Hob-

it”) is closely connected to this cluster. Nevertheless, the style of

his book actually differs from the style of T 4. Finally, the last book

 5 is positioned quite far, separately from all the others novels. It

ay be explained by the fact that this novel, named “The Silmaril-
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Table 8 

Distribution of the averaged distance. 

Novel DIST 

1 0.54 

2 0.37 

3 0.43 

4 0.46 

5 0.41 

6 0.47 

7 0.39 

8 0.47 

9 0.65 

10 0.42 

11 0.55 

12 0.50 
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ion”, was compiled and issued later by Tolkien’s son, Christopher

olkien, in 1977, with help of G. G. Kay. He had to write several

arts himself in order to fix the discrepancies in the plot. The main

istinction in the classification provided by the C distance is simi-

arity of the last book of the trilogy T 4 and “The Silmarillion” novel.

owever, the general merit of the series is preserved. 

.2.6. Romain Gary novels 

Romain Gary (Roman Kacew) is a well-known Jewish-French

uthor published, as many critics believe, under the pseudonyms

f Émile Ajar, Shatan Bogat, Rene Deville and Fosco Sinibaldi, di-

ected two movies, fought in the air force, and represented France

s a consul. It is conventionally considered that he is the only per-

on to have won the Prix Goncourt under his own name (“Les

acines du ciel” – 1956) and under the pseudonym Émile Ajar (“La

ie devant soi” – 1975). although some critics are not sure that

he second book was written by him. We analyzed the following

vailable in the internet novels denoted as RG 1 , . . . , RG 12 . 

As Romain Gary: 

• “Éducation européenne” (translated as “Forest of Anger”,

reprinted as “Nothing Important Ever Dies” and “A European

Education”) (1945) [68] 
• “Le Grand Vestiare” (translated as “The Company of Men”)

(1949) [69] 
• “Les Racines du ciel” (translated as “The Roots of Heaven”)

(1956) [70] 
• “La Promesse de l’aube” (translated as “Promise at Dawn”)

(1961) [71] 
• “Chien blanc” (self-translation of the novel “White Dog”) (1970)

[72] 
• “Charge d’âme” (self-translation of the novel “The Gasp”) (1977)

[73] 
• “Les Clowns lyriques” (self-translation of the novel “The Colours

of the Day”) (1979) [74] 

As Émile Ajar: 

• “Gros-Câlin” (not translated in English, the title means “Big

Cuddle”) (1974) [75] 
• “La Vie devant soi” (translated as “Madame Rosa” and later re-

released as “The Life Before Us”) (1975) [76] 
• “Pseudo” (1976) [77] 
• “L‘Angoisse du roi Salomon” (translated as “King Salomon”)

(1979) [78] 

As Shatan Bogat: 

• “Les Têtes de Stéphanie” (translated as “Direct Flight to Allah”)

(1974) [79] 

All considered texts are written in French, and a problem ap-

earing here is as such that there is not any acceptable list of the

ontent-free words in French. Instead of this collection, we use a

et of stop words. These words are typically cleaned out within

ext mining approaches because they are basically a collection of

he extremely common used words in any language to be seen of

inor value in documents classification (see, e.g. [18] , chap. 15).

rom this point of view, stop words play role similar, but not iden-

ical, to the role of the content-free words gluing informative terms

n a text. No single generic list of stop words exists. We operate in

ur experiments with a list presented in [80] . 

Note that the books under study are not a series related to

 common plot. Probably therefore the proposed Two-step Clus-

ering does lead to consequential results, since provided pairwise

omparisons indicate differences in the style between almost all

ooks. However, Algorithm 1 makes it possible to describe the in-

er structure of the considered collection. The same cluster struc-

ure is revealed for the both considered distances: 
• { RG 1 − RG 7 , RG 12 } . 
• { RG 8 − RG 11 } . 

As can be seen, the second cluster contains only novels “writ-

en by Émile Ajar”. So, the procedure hints to different in style be-

ween the novels written under this pseudonym and the rest of

he considered books’ collection. It is curious, in this connection,

o comprehend how two awarded with the Prix Goncourt books

 RG 3 and RG 9) lie inside the collection. To this end let construct

rom the books’ divisions: D i = { ̂  D 

(i ) 
1 

, . . . , ̂  D 

(i ) 
m i 

} , i = 1 , . . . , 12 a new

etric 

IST 

i 1 ,i 2 
= average 

j 1 , j 2 

(
V 

(i 1 ) , (,i 2 ) 

j 1 , j 2 

)
, i 1 , i 2 = 1 , . . . , 12 , 

hich delivers the average DZV distance between the chunks of

ach two novels. 

Table 8 exhibits the total metric-distance of each one of the

ooks to other books of the collection found using the Spearman’s

orrelation Distance. The results obtained for the Canberra Type

istance are very similar. 

The first awarded book ( RG 3) properly lies within the collection

eard. In the next step, we apply an approach detects the outlier

alues using Thopson’s Tau method [81] , which finds that RG 9 (the

econd laureate of the Prix Goncourt) is the truest outlier. There-

ore, the awarded books are completely different in their own style.

he first one corresponds absolutely to the general style of the au-

hor, and the second one is written in a fully different style. The

arried out formal analysis does not allow surely deducing any-

hing about the authorship of RG 9. The conclusion may be founded

n additional research including not formal stylistic study. 

.3. Clustering of sequential data as an alternative approach 

A key ingredient of the proposed method is a time series rep-

esentation of a text evolution. Analogous text description appears

n the plagiarism detection tasks [35] . Here, a text is also divided

n chunks that are imaged as distributions of suitably chosen N -

rams. These “N -grams profiles” are compared with one obtained

or whole document aiming to detect essential fluctuations in the

tyle. The principal supposition is as such as that, there is a lead-

ng text’s author, who mainly wrote the document. The approach

emonstrated high ability to discover the style variations in rela-

ively small text’s portions. However, it is hardly expected to trace

ffectively the style evolution, since the method is inherently con-

tituted to find deviations from the underline template, which can

emporary change. 

Another method based on a time series representation is pro-

osed in [82] for a new computational approach for tracking and

etecting statistically significant linguistic shifts in the meaning

nd usage of words. A time series constructed to reflect word us-

ge exposes linguistic modifications by allocation of change points
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Table 9 

Comparison of the “Foundation” series using the S distance and a sequential 

clustering. 

F 1 F 2 F 3 F 4 F 5 F 6 F 7 

F 1 0 1 0 1 1 1 0 

F 2 1 0 1 1 1 1 1 

F 3 0 1 0 0 1 1 1 

F 4 1 1 0 0 1 1 1 

F 5 1 1 1 1 0 0 0 

F 6 1 1 1 1 0 0 0 

F 7 0 1 1 1 0 0 0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 10 

Comparison of the “Rama” series using the S distance and a sequential cluster- 

ing. 

R 1 R 2 R 3 R 4 R 5 R 6 

R 1 0 1 1 1 1 1 

R 2 1 1 0 1 0 1 

R 3 1 0 0 0 0 1 

R 4 1 1 0 0 0 0 

R 5 1 0 0 0 0 1 

R 6 1 1 1 0 1 0 
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Fig. 15. Graph of the Euclidean sum-of-squares in comparison R 2 with itself. 
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of the series. This method can be apparently used for tracing of

a writing style evolution by applying an ensemble technique sum-

marizing the behaviors of separate words that definitely leads to a

more complicated computational model. 

Note that a partition of time series of any Sequential Data is

essentially recognised by its change points. The Sequential Data

methodology that takes advantage of a time series measurements

is one of the most intensively studied subjects in the area of pat-

tern recognition (see, e.g. [83] , [84] Chapter 13, [85] ). Dealing with

clustering of such data, we expect that the desired clusters will

contain the connected item segments. The classical clustering al-

gorithms typically are ill-suited to provide a partition since they

do not take the inherent sequential structure into account. A lot of

different algorithms have been proposed to handle this problem. A

thorough review can be found in [86] . 

A distinguished Warped K -Means method proposed in this ar-

ticle solves the problem via the iterative optimization of the Eu-

clidean sum-of-squares (see, Section 4.1.3 ), while adding a strict

sequential constraint in the classification step. 

The Mean Dependence ZV method suggests a time series repre-

sentation of a text. It appears very natural to apply the sequential

clustering methodology aiming to split a document into intervals

of homogeneous writing style. We discuss such an approach in this

section. 

In such a manner ZV is calculated for a concatenation of two

texts and afterwards the texts are divided into two clusters using

a sequential clustering. If the majority of the texts’ volume belongs

to a single cluster then the styles are accepted as identical, other-

wise they are recognized as different. Due to the arrangement of

cluster attachment, which actually appears to be a connected seg-

ment, the optimization of the Euclidean sum-of-squares can be ex-

plicitly undertaken by means of straight exhaustive search across

all possible segment borders. We use this approach in this study

instead of the Warped K -Means method. 

4.3.1. The “Foundation Universe” by Isaac Asimov 

As the first example of the methodology being discussed, we

consider a style classification of the “Foundation Universe” by Isaac

Asimov. The result of the pairwise book comparisons from the se-

ries is given in Table 9 . 

Fig. 14 demonstrates two typical examples of the Euclidean

sum-of-squares error graphs appearing during the comparison pro-

cedure. 

The graph presented on the top panel corresponds to compar-

ison of F 1 and F 2. The global minimum point lies very close to

the border between the volumes and thus the writing styles of

this pair are recognized as different. The second graph obtained

via comparison of F 1 and F 7 has the global minimum point near

the end of the united document. The majority of the texts’ chunks

are assigned to the cluster located before the discussed point and

therefore the styles are accepted as identical. 

In accordance with the square blocks in the table filled only by

‘0’s, Table 9 suggests the following clusters : { F 1}, { F 2}, { F 3, F 4} and

{ F 5, F 6, F 7}. The second cluster { F 3, F 4} can be considered as con-
istent, since both books composing it were written and published

ithin a sufficiently small time interval. The group { F 5, F 6, F 7}

ppears to be artificial. Books F 5 and F 6 published around thirty

ears after the first one are significantly different from F 5 in terms

f their style and plot. Moreover, comparison of all series within

he framework of two-step clustering procedure described earlier

the Hamming distance between the rows) reveals that according

o this table F 6 is more similar to F 5 than to F 7. This is quite an

nexpected result, given the years of these books publication are

982, 1953 and 1986 correspondingly. 

.3.2. The “Rama” series 

The second example that we consider is the “Rama” series by

rthur C. Clarke. The clustering procedure outcome is presented in

able 10 . 

First of all, as it was expected, the style of the book R 1 is com-

letely different from the styles in the rest of collection. There is

nly a single non self-contained cluster { R 4, R 5, R 6}. Its style can

e barely interpreted, because, as it was discussed in Section 4.2.3 ,

 5 and R 6 were written by Gentry Lee alone, so the last book ( R 6)

as published after a gap of four years. For R 4 Arthur C. Clarke

as offering only the general editing suggestions. 

Interesting phenomena arise when R 2 is compared with itself

nd the styles are recognized as different. An appropriate graph of

he sum-of-squares is showed in Fig. 15 . 

One can clearly identify two adjacent optimal points: the first

ne is located at position 253 with the sum-of-squares value of

.7845; the second one appears at position 713 with the sum-of-

quares value of 0.7846. Logic suggests that second point is more

ppropriate since in this case the styles of two texts are not dis-

inguishable. On the other hand, from the formal point of view the

rst location has to be chosen. Presence of such optimal points can

ypothetically indicate the fact that this novel was written by two

ifferent authors. Note, that the Algorithm 2 assigns about 75% of

he text volume to a single cluster. 

Summarizing the above, one can conclude that being directly

pplied to the studied task the methodology of sequential data

lustering leads to less appropriate results. Hopefully, an attempt

o incorporate a dynamic distance like DZV into the method can

mprove the performance. This approach seems to be very promis-

ng but it needs more detailed consideration, which cannot be pro-
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Fig. 16. Histograms of ARI . 

Table 11 

Comparison of single books to the series. 

R F For R F For 

AC 23 2 5 23 2 5 

NEM 0 30 0 0 28 2 

WM 0 1 29 0 2 28 

RSH 1 11 18 5 14 11 
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ided within the context of this article. We are going to study this

roblem in our future research. 

.4. Experiments with the author identification procedure 

In this section we present experiments with the

lgorithm 3 described in Section 3 . The set consisting of three

rst books from the collection studied in the previous subsection

s used as the training source. The material comprising the doc-

ments under investigation is drawn from the following books,

hich do not belong to any of studied collections: 

• “2010: Odyssey two” by Arthur C. Clarke (denoted as AC ), pub-

lished in 1982 as the sequel to the 1968 novel “2001: A Space

Odyssey”, 
• “Nemesis” by Isaac Asimov (denoted as NEM ), published in

1989. As it was declared by the author in the Author’s Note:

“This book is not part of the Foundation Series, the Robot Se-

ries, or the Empire Series. It stands independently”, 
• “The White Monkey” by John Galsworthy (denoted as WM ),

published in 1924 as the first novel in John Galsworthy’s sec-

ond “Forsyte trilogy”, 
• “Immortality, Inc.” by Robert Sheckley (denoted as RSH ), pub-

lished in 1959. 

The author identification procedure is implemented in the fol-

owing mode. At first, one of the books from this list is selected as

he text source for the examination. During every iteration, a sin-

le book from each of the series is randomly chosen, and the in-

estigated document is drawn as a random sequential sub-text of

he source, with length of (T + 40) L . Then the Algorithm 3 is ap-

lied. An iteration is considered successful if the value of ARI cal-

ulated for the source collection is greater than a threshold value

 Rand = 0 . 8 . The process stops when thirty successful iterations are

ollected. The results are presented in the following Table 11 . 
First three columns correspond to the S distance, and the least

hree columns relate to the C distance. As one can see all stand-

lone novels written by the corresponding collection authors are

roperly assigned to the correct collections. On the other hand, the

ook RSH written by an author not belonging to any of the source

ollections has no clear affiliation. The histograms of the ARI cal-

ulated for AC before accumulating thirty successful iterations are

iven in Fig. 16 The S and C distances match up to the top and bot-

om panels correspondingly. The second distribution is shifted to-

ards unity, and the number of the trials (51) is smaller compared

o the fist case. This tendency applies to all experiments, i. e. the

rocess converges faster if the C distance is used. The last novel

n the list ( RSH ) is significantly separated from others because it is

ot written by any of the collection authors. The assigned values

or RSH have a more even distribution over the sources. To quan-

ify the degree of scattering, we calculate its p -value computed as

he probability of the maximal assignment value to be greater of

.5: 

p = �

(
f 0 − 0 . 5 

0 . 5 

√ 

30 

)
, 

here � is the cumulative distribution function of the standard

ormal distribution. This p -value is used in the Hypothesis Testing

rocedure that verifies if the sample proportion is greater than 0.5

or a sufficiently large sample size (see, e.g. [87] ). The correspond-

ng values of 0.8633 and 0.3575 are less than the default signifi-

ance level 0.95. Hence, the book cannot be definitely allocated to

ny collection. 

. Conclusion 

This paper presents a novel, simple and efficient methodology

ntended to model the evolution of the author’s writing style. Us-

ng the Mean Dependence values, we process the documents un-

er consideration to represent them as a time series. Therefore,

hen a document is produced with the single writing style this

equence should oscillate around a certain constant level. The pres-

nce of significant variation points in this sequence indicates a

ossible alteration of the writing style. A new distance function

onstructed using this feature and incorporated in a clustering pro-

edure allows one to categorize writing styles into a number of ho-

ogeneous groups. Application of this procedure to the compari-

on of books from a single series demonstrates its fair ability to

race changes in the style of a series, also in good agreement with

he literary criticism. Resting upon this classification, we propose

 new tree-type inner representation of the book series. Preferably,

he Spearman based distance should be employed at this stage. The

xperimental trials of the constructed author identification proce-

ure exhibit its high reliability for the tasks of identifying the ap-

ropriate author from a given set, especially while using the Can-

erra type distance. 

In the future, we plan to investigate a procedure intended to

ccommodate the model and its parameter configuration to the

orpus structure in an effort to classify relatively short documents

nd to take language differences into account. Another prominent

esearch direction is a study of possible applications of the sequen-

ial clustering methodology. 
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