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Abstract: The problem of stability by the first approximation for discrete systems is considered. The Malkin-Massera-Chetaev theorem on stability by the first approximation is extended to discrete systems. The stability conditions by the first approximation for cascade are obtained.
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1 Introduction

Discrete control systems are widely applied in radiotechnology and communication [1–11]. In the past decades the computer control systems are widely used. The systems are discrete [12–19].

For just this reason the development of methods of stability for discrete systems by the first approximation is the actual problem in control systems.

In the noncritical cases the problem of justification of stability by the first approximation is completely solved for stationary and periodic linearizations, where the stability or instability of solution of nonlinear system is completely defined by the stability or instability of the first approximation system [20–24].

In 1930 year for nonperiodic linearizations O. Perron has found the effects of Lyapunov exponent sign inversion (called later Perron effect by the authors) when carried out the linearization procedure. He showed that the negativeness of the largest Lyapunov exponent (Lyapunov characteristic exponent) of the first approximation system does not always result in the stability of zero solution of the original system. In addition, in arbitrary small neighborhood of zero solution the solutions of the original system with positive Lyapunov exponent (Lyapunov characteristic exponent) can exist. For discrete systems the similar effects are described in [26 27 28].

Thus it turns out that the negativeness of Lyapunov exponent (characteristic exponents) of linearized system does not assure the asymptotic stability of the original system.

The first sufficient conditions of asymptotic stability by the first approximation for nonstationary linearizations were obtained by A.M. Lyapunov [20]. He introduced the notion of regular linear system and showed that for regular linearizations the stability is defined by the negativeness of Lyapunov exponents (Lyapunov characteristic exponents) of linearized system. This theorem of Lyapunov was generalized further by Persidskii,Malkin, Massera, Chetaev [31, 32 33, 34].
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In [29] is shown that the uniform with respect to initial data negativeness of the Lyapunov exponents of the first approximation systems is a sufficient condition of asymptotic stability. Thus it was shown that the Perron effects of the largest Lyapunov exponent sign inversions are only possible on the boundary of flow stable by the first approximation.

In the present paper the theorems of Malkin-Massera-Chetaev and the results of the work [29] are extended to the discrete systems of the form

$$x(t + 1) = A(t)x(t) + g(t, x(t)), \quad x(t) \in \mathbb{R}^n$$

where $g(\cdot, \cdot)$ is a vector function, mapping $\mathbb{N}_0 \times \mathbb{R}^n \rightarrow \mathbb{R}^n$.

2 Characteristic exponents, Lyapunov exponents, and regular systems

Consider the vector functions $f(t)$ such that $\lim_{t \to \infty} |f(t)| \neq 0$.

**Definition 1.** The number (or one of the symbols $-\infty$ and $+\infty$), defined by formula $\chi[f(t)] = \lim_{t \to \infty} \frac{1}{t} \ln |f(t)|$, is called Lyapunov characteristic exponent of vector function $f(t)$.

Here $|\cdot|$ is an Euclidean norm.

Consider a linear discrete system

$$y(t + 1) = A(t)y(t), \quad y(t) \in \mathbb{R}^n$$

where $A(t)$ is a matrix of dimension $n \times n$. Suppose, $Y(t) = (y^1(t), ..., y^n(t))$ is a fundamental matrix of system (2), and $\sigma_Y$ is a sum of Lyapunov characteristic exponents of its columns $y^i(t)$.

For discrete systems we have [30, 27] the following

**Lemma 1 (the Lyapunov inequality).**

Suppose, all the solutions of system (2) have the characteristic exponents $< +\infty$ (or all characteristic exponents $> -\infty$). Then for any fundamental system of solutions $Y(t)$ the following inequality holds

$$\lim_{t \to \infty} \frac{1}{t} \ln \prod_{j=0}^{t-1} |\det A(j)| \leq \sigma_Y.$$  

**Lemma 2.** If for the matrix of linear system (2) restrictions (a) and (b):

(a) $\lim_{t \to \infty} \frac{1}{t} \ln \prod_{j=1}^{t} |A(t - j)| < +\infty,$

(b) $\lim_{t \to \infty} \frac{1}{t} \ln \prod_{j=1}^{t} |A(t - j)^{-1}| < +\infty,$

are valid, then each nontrivial solution of system (2) has a finite Lyapunov characteristic exponent.

The result, stated in [30], is a corollary of this lemma.

**Corollary.** If there exists the number $C$ such that the following conditions

$$\sup_{t} |A(t)| \leq C < +\infty, \quad \sup_{t} |A(t)^{-1}| \leq C < +\infty$$

are valid, then each nontrivial solution of system (2) has a finite Lyapunov characteristic exponent.
are satisfied, then each nontrivial solution of system (2) has a finite Lyapunov characteristic exponent.

**Proof of lemma.** For any solution \( y(t) \) of system (2) the following estimate

\[
|y(t)| \leq |y(t_0)| \prod_{j=1}^{t} |A(t - j)|
\]

is valid. From this and condition (a) of lemma, for all nonzero solutions of system (2) we have \( \lambda'[y(t)] < +\infty \) and, therefore, the condition of lemma (1) is satisfied. Then for system (3) by the Lyapunov inequality we obtain

\[
\lim_{t \to \infty} \frac{1}{t} \ln \prod_{j=0}^{t-1} |\det Y(j)| < +\infty.
\]

Carrying out the similar estimates for the conjugate system

\[
z(t + 1) = A^*(t)^{-1}z(t), \tag{4}
\]

we obtain the assertion of lemma. ■

**Definition 2.** A set of distinctive Lyapunov characteristic exponents, of all solutions of discrete system, different from \( \pm \infty \) is called a spectrum of it.

Note, that the number of distinctive Lyapunov characteristic exponents is bounded by a dimension of space.

**Definition 3.** A fundamental matrix is said to be normal if the sum of Lyapunov characteristic exponents of its columns is minimal in comparison with other fundamental matrices.

It is well known [30, 28] the following

**Lemma 3 (or Lyapunov characteristic exponents of normal fundamental system).**

1) In all normal fundamental systems of solutions the number of solutions with the same Lyapunov characteristic exponent is equal.

2) Each normal fundamental system realizes the entire spectrum of linear system.

**Definition 4.** A set of Lyapunov characteristic exponents \( \alpha_1, \ldots, \alpha_n \) of a certain normal fundamental system of solutions \( y^1(t), \ldots, y^n(t) \) is called an entire spectrum of linear system (2) and the number \( \sigma = \sum \alpha_i \) is a sum of Lyapunov characteristic exponents of linear system.

**Definition 5.** A discrete linear system is said to be regular if for the sum of its Lyapunov characteristic exponents \( \sigma \) the relation holds

\[
\sigma = \lim_{t \to \infty} \frac{1}{t} \ln \prod_{j=0}^{t-1} |\det A(j)|.
\]

**Definition 6.** The number

\[
\Gamma = \sigma - \lim_{t \to \infty} \frac{1}{t} \ln \prod_{j=0}^{t-1} |\det A(j)|
\]

is called an irregularity coefficient of linear system (2).

**Definition 7.** The singular numbers \( \{\alpha^j(Y(t))\}_1^n \) of the matrix \( Y(t) \) are the square roots of eigenvalues of the matrix

\[
Y(t)^*Y(t).
\]

**Definition 8.** The Lyapunov exponent \( \mu^j \) is the number

\[
\mu^j = \lim_{t \to \infty} \frac{1}{t} \ln \alpha^j(Y(t)).
\]
Lemma 4. The largest Lyapunov characteristic exponent of linear system is equal to the largest Lyapunov exponent.

The proof of this assertion in detail can be found in [29].

3. Stability criteria by the first approximation

Let $Y(t)$ be a fundamental matrix of linear system

$$y(t + 1) = A(t)y(t) \quad t = 0, 1, \ldots$$  \hspace{1cm} (5)

Then the solution of system (1) can be represented as

$$x(t) = Y(t)x(0) + \sum_{\tau=0}^{t-1} Y(\tau + 1)^{-1} g(\tau, x(\tau)), t = 1, 2, \ldots$$  \hspace{1cm} (6)

Theorem 1. Suppose, for the matrix $A(t)$ conditions (a),(b),(c) are valid:

(a) $\lim_{t \to \infty} \frac{1}{t} \ln |\prod_{j=1}^{t} A(t - j)| < +\infty,$

(b) $\lim_{t \to \infty} \frac{1}{t} \ln |\prod_{j=1}^{t} A(t - j)^{-1}| < +\infty,$

(c) the linear system 5 is regular and its characteristic exponents are negative.

If there exists $\kappa > 0$ such that if

$$|g(t, x)| \leq \kappa|x|^m \quad (m > 1)$$  \hspace{1cm} (8)

then the solution $x(t) \equiv 0$ of system (1) is asymptotically stable.

Theorem 2. Let there exist the positive numbers $C$ and $\kappa$, the neighborhood of zero $\Omega(0)$, and the bounded sequence $p(s)$ such that the conditions

$$|g(t, x)| \leq \kappa|x|, \quad \forall t \geq 0, \forall x \in \Omega(0),$$  \hspace{1cm} (9)

$$|Y(t)Y(\tau)^{-1}| \leq C \prod_{\tau} p(s), \quad \forall t > \tau > 0,$$  \hspace{1cm} (10)

and the inequality

$$\lim_{t \to +\infty} \frac{1}{t} \ln \prod_{0}^{t-1} (p(s) + C\kappa) < 0$$  \hspace{1cm} (11)

are satisfied. Then the solutions $x(t) \equiv 0$ of system (1) is asymptotically stable by Lyapunov.

Corollary. For the systems of the first order the negativeness $0$; Lyapunov exponent (Lyapunov characteristic exponent) of the system of the first approximation results in the asymptotic stability of zero solution, i.e. for one-dimensional systems there is no Perron effects of Lyapunov exponent sign inversions.

Theorem 3. If the conditions

$$|Y(t)Y(\tau)^{-1}| \leq C \exp[-\alpha(t - \tau) + \gamma\tau],$$

$$\forall t \geq \tau \geq 0,$$

$$\alpha > 0, \quad \gamma \geq 0,$$

$$|g(t, x)| < \kappa|x|^\nu, \quad \forall x \in \Omega_0, \quad t = 0, 1, \ldots,$$

$$\kappa > 0, \quad \nu > 1$$  \hspace{1cm} (12)

where $\kappa$ is sufficiently small,
and the inequality
\[(\nu - 1)\alpha - \gamma > 0\] (14)
are satisfied, then the solution of systems (1) is asymptotically stable by Lyapunov.

Remark. The estimate for the norm of the Cauchy matrix can be obtained by means of the Lyapunov characteristic exponents and irregularity coefficient.

Proof of Theorem 1.
By condition (c) of theorem 1 there exists the positive number \(a > 0\) such that for entire spectrum of system (5) the following estimate
\[a_j < -a < 0, \quad j = 1..n\]
is valid. The fact that by condition (c) system (5) is regular implies that in the case \(\tau < t\) for its Cauchy matrix it is well known the following estimate \[|Y(t)Y^{-1}(\tau)| \leq ce^{-a(t-\tau)}e^{\epsilon \tau}.\]
Introducing the denotation \(|x(t)|e^{at} = y(t)|, we obtain
\[|y(t)| \leq c_Y|y(0)| + \sum_{\tau=0}^{t-1} c_{0\kappa}e^{(\epsilon+a)e^{\tau(\epsilon-a(m-1))}}|y(\tau)|^m.\] (15)
Since (15) is valid for any \(\varepsilon > 0\), we may choose \(\varepsilon\) such that the following inequality \((\varepsilon - a(m-1)) < 0\) is satisfied. Then, taking into account the lemma [27], resulted from a discrete analog of Gronwall’s lemma, we obtain
\[|y(t)| < 1 \quad \forall t = 0, 1,...\]
This implies that \(|x(t)| is bounded and \(|x(t)| \to 0 as \(t \to +\infty\).

Remark. If in place (7) we make use of more restrict limitative conditions, namely
\[\sup_t |A(t)| \leq C < +\infty, \quad \sup_t |A(t)^{-1}| \leq C < +\infty,\]
then we obtain the result, stated in [30].

Proof of Theorem 2.
The condition (10) of theorem yields the estimate
\[|Y(t)| \leq C \prod_{0}^{t-1} p(s), \quad \forall t \geq \tau \geq 0.\]
The condition (11) of theorem implies that there exists the number \(N\) such that
\[\frac{1}{t} \ln \prod_{0}^{t-1} (p(s) + C\kappa) < 0 \quad \forall t > N.\]
Then by the boundedness of \(p(s)\) there exists a set of initial data such that
\[x(t, x_0) \in \Omega(0) \quad \forall t < N.\]
By (6) and condition (10) of theorem the estimate holds
\[|x(t)| \leq C \prod_{0}^{t-1} p(s)|x(0)| + C \sum_{\tau=0}^{t-1} (\prod_{\tau+1}^{t-1} p(s))\kappa|x(\tau)|.\]
Applying a discrete analog of Gronwall’s lemma, we obtain the following estimate

$$|x(t)| \prod_{s=0}^{t-1} p(s)^{-1} < C|x(0)| \prod_{s=0}^{t-1} (Ckp(s)^{-1} + 1).$$

From conditions (11) of theorem it follows that $|x(t)| \to 0$, as $t \to +\infty$. ■

Proof of Theorem 3.

By (12) we obtain

$$|Y(t)Y(\tau + 1)^{-1}| \leq C \exp[-\alpha(t - \tau) + \gamma \tau]e^{\alpha+\gamma}$$

Then estimate (13) and (6) imply

$$(e^{\alpha t}|x(t)|) \leq C|\lambda(0)| + C\epsilon^{\alpha+\gamma} \sum_{\tau=0}^{t-1} e^{(\alpha(1-\nu)+\gamma)\tau}(e^{\alpha \tau}|x(\tau)|)^{\nu}$$

Since by condition (14) of theorem we have $(\alpha(1-\nu)+\gamma) < 0$, for sufficiently small $|\lambda(0)|$ the following relation

$$(e^{\alpha t}|x(t)|) \leq 1$$

is valid. ■

3 The stability of solutions with respect to a set of initial dates

Consider a discrete system

$$x(t + 1) = F(t, x(t)), \quad x(t) \in \mathbb{R}^n, \quad t = 0, 1, 2, ... \tag{16}$$

where $F(\cdot, \cdot)$ is a twice continuously differentiable in the second argument vector-function.

Consider a linearization of system (16) along the solutions with the initial data $x_0$ from the open and bounded in $\mathbb{R}^n$ set $\Omega$, namely

$$y(t + 1) = \frac{\partial F(t, x)}{\partial x} \bigg|_{x=x(t,x_0)} y(t), \tag{17}$$

where $x(0, x_0) = x_0$. Let for the largest singular number of system (17) the following estimate

$$\alpha^1(t, x_0) < \alpha(t), \quad \forall x_0 \in \Omega, \quad t = 0, 1, 2, ... \tag{18}$$

where $\alpha(t)$ is a scalar function, be valid. Consider also the fundamental matrix of linear system (17), namely $Y(t, x_0), \quad Y(0, x_0) = I$.

Theorem 4. If there exists the bounded $\alpha(t)$ such that estimate (18) is satisfied, then the solution $x(t, x_0)$, where $x_0 \in \Omega$, is stable by Lyapunov.

If, in addition, $\lim_{t \to \infty} \alpha(t) = 0$, then the solution is asymptotically stable by Lyapunov.

Corollary. The effects of Perron are only possible on the boundary of cascade stable by the first approximation.

Proof of Theorem 4.

Under the assumptions, imposed on the functions $F(\cdot, \cdot)$ [35], for the vectors $y$, $z$ and the numbers $t \geq 0$ there exists the vector $w$ such that the following relations

$$|w - y| \leq |y - z|, \tag{19}$$

$$|x(t, y) - x(t, z)| \leq \left| (x(t, w))w \right| |y - z| \tag{20}$$
are satisfied. 
Since \( \frac{\partial x(t,h)}{\partial h} = Y(t,h) \), then from (18) by (19), (20) we obtain that for any \( y_0 \) such that
\[
\{ w | |w - x_0| \leq |x_0 - y_0| \} \subset \Omega
\]
and for all \( t \geq 0 \) the estimate holds
\[
|x(t,x_0) - x(t,y_0)| \leq |x_0 - y_0| \sup \alpha^1(t,w) \leq \alpha(t)|x_0 - y_0|, 
\]
where the supremum is taken over all \( w \) from the ball
\[
\{ w | |w - x_0| \leq |x_0 - y_0| \}.
\]
From estimate (21) follows the assertion of theorem. \( \blacksquare \)
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