
ABSTRACTSRandomized AlgorithmsNew Randomized Algorithmsin Control and Data Processing1K. S Amelin, O. N. GranichinSaint Petersburg State UniversityOleg_granichin@mail.ru, konstantinamelin@mail.ruKey words : randomized algorithms, optimization and estimation, control.Randomization allows one to enrich the observation data and designspeedy algorithms signi�cantly reducing the number of operations andannihilating systematic errors (the bias e�ect of an arbitrary noise).Their accuracy usually weakly depends on the data dimension.A randomized algorithm is nothing but a procedure where oneor more steps are based on a random rule, that is, when using arandomized algorithm, at some stage instead of making a decisionourselves we call on fate to choose for us. But then, a question arisesnaturally: why should resorting to fate be any wise? Fate is not anexpert of anything, all it does is choosing by chance. So, why shouldrandomized be any good? A conscious use of randomized methodsdemands to question ourselves about this issue, and this paper containssome answers on this question. An exposition of randomized algorithmsand their application are given.Bibliogr.: 86 refs.
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Fast Algorithm for Finding TrueNumber of Clusters in a Large Data Set1M. A. MorozkovSaint Petersburg State Universitymmorozkov@gmail.comKey words : clustering, randomized algorithms, adaptive control, optimi-zation, machine learning.One of the most di�cult problems in cluster analysis is the identi�ca-tion of the number of groups in a given data set. In this paper wepropose a randomized approach in the rate distortion framework anddevise the corresponding randomized algorithm. The fundamental ideasof novel scenario approach are used in order to signi�cantly reduce thecomputational cost. Having the ability to determine the true numberof groups in a data set and perform clustering online, we outline severalapplications to control systems and decision-making problems that canessentially bene�t from the considered algorithm. Simulation resultsshow considerable improvement of the rate of convergence under theguaranteed level of probability.Bibliogr.: 25 refs.
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Quasirandomized Method forSolving of Linear Equation Systems1S. I. SmirnovSaint Petersburg State Universityq4ality@gmail.comKey words : system of linear algebraic equations, Monte Carlo method,Quasi-Monte Carlo method, stochastic approximation.As it is known, �nding a root of the equation F (x) = 0 or extremaof the function G (x) from the measurements of F and G corrupted byrandom noise can be implemented via use of stochastic approximationmethods.Of the great applied interest is the case where the above-mentionedvalues are calculated by the Monte-Carlo method. In particular, if itis required to solve a large system of the linear algebraic equations, itis possible to reduce computational burden by using randomization ordesigning unbiased estimates for the sum of squares of the adjustments(we choose k random equations from n, where k � n). Speci�cally,Quasi-Monte Carlo (QMC) methods might be very useful in simulations.In this paper we present stochastic approximation algorithms forsolving large systems of linear algebraic equations and discuss the advan-tages of using QMC for these problems.Bibliogr.: 9 refs.
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FilteringSoftware Engineering of Unmanned Aerial Vehiclefor Mobil Autonomous Group1K. S AmelinSaint Petersburg State Universitykonstantinamelin@mail.ruKey words : unmanned aerial vehicles, UAV, navigation system, autopilot,actuators, autonomous group of UAV, software engineering.The control system architecture for an unmanned aerial vehicle(UAV) is considered which guarantees its proper functioning in anautonomous UAV group. The prototype of this newly created UAVis described. Flight optimization approaches are described.Bibliogr.: 31 refs.
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Non-stationary Optimization with PredictionStep for Object Tracking with Two Cameras1D. S. Krivokon, A. T VakhitovSaint Petersburg State Universitydmitry00@gmail.com, alexander.vakhitov@gmail.comKey words : non-stationary optimization, object tracking, stereo-camera.The paper presents an application of a non-stationary randomizedoptimization method with prediction step to the problem of tracking anobject from noisy readings of the two calibrated perspective cameras.Over the examples, the algorithm outperforms previously proposednon-stationary randomized optimization. The paper contains both theo-retical justi�cation and simulation.Bibliogr.: 19 refs.
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Identi�cation of Non-stationaryDynamic Plant by a Method of InvariantImmersing on the Fixed Interval1V. M. PonyatskiyKBP, Tulakbkedr@tula.net, pwmru@rambler.ruKey words : identi�cation, dynamic plant, parameters, discrepancy, sig-nal, noise, model, reverse time.A nonlinear method of invariant embedding is used in this paperfor identi�cation of non-stationary dynamic plants. With the proposedapproach, the initial conditions for the estimated parameters can bere�ned via use of identi�cation algorithms in reverse time. An inversetime estimation algorithm for the non-stationary parameters of a dyna-mic plant is designed and analyzed.Bibliogr.: 5 refs.
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Synthesis of the Interval Kalman Filteron the Basis of the Minimax Approach1V. M. PonyatskiyKBP, Tulakbkedr@tula.net, pwmru@rambler.ruKey words : dynamic plant, �ltering, signal, noise, estimation.An approach is proposed to interval Kalman �lter both in continuousand discrete time. The interval Kalman �lter is designed and comparedto the conventional Kalman �lter. The analysis of the results showsthat the minimax �lter provides a better accuracy of estimation whileretaining the properties of the cojventional Kalman �lter.Bibliogr.: 3 refs.
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Multi-Agent SystemsMulti-agent Technology, Adaptation,Self-organization, Consensus1N. O. AmelinaSaint Petersburg State Universityleishe@mail.ruKey words : multi-agent systems, multi-agent control, self-organization,adaptation, consensus, workload balancing network.The paper presents a brief introduction to the multi-agent technolo-gy which focuses on the two important �elds, namely, multi-agentsystems in computer science and multi-agent control in a new controltheory. Multi-agent technology is also deeply connected with decentra-lized and parallel computation, network communications and otherrelated areas. The considerations are supplied by examples of self-organization and adaptation in a logistic problem and network workloadbalancing algorithm.Bibliogr.: 42 refs.
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Generalized Linear Algorithmsfor Formation Control1S. E. ParsegovInstitute of Control Sciences of RAS, Moscowparsegov@ipu.ruKey words : multi-agent systems, formation control.In recent years, a new framework for systems to be handled appearedwhich is based on decentralized cooperative control using simple, identi-cal, cooperating subsystems named agents. Such systems are referredto as multi-agent systems. In this paper, some linear algorithms thatextend and generalize the known results for formation control are propos-ed. As the �rst step, the algorithms of allocation of a group of agentson a segment are considered, stability criteria and convergence analysisresults are presented.Bibliogr.: 8 refs.
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Discrete Stochastic SystemsRepresenting Conditionsof Generalized Regular Languagesby Stochastic Automata1V. N. Trubnikov,M. K. TchirkovSaint Petersburg State Universityvakh08@mail.ruKey words : stochastic �nite automata, generalized regular languages,representation of generalized languages by automata, synthesis of auto-mata in accordance with a regular expression of language.The paper presents analysis and substantiation of necessary andsu�cient conditions for the representation of generalized regular langua-ges de�ned over the �eld of real numbers by stochastic �nite automata.A stochastic automaton satisfying these conditions is designed from aregular expression of the generalized language. An example is given.Bibliogr.: 7 refs.
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Asymptotic Properties of State Vectorin a Generalized Linear Stochastic DynamicalSystem with Symmetric Matrix1N. K. Krivulin, O. A. NevSaint Petersburg State Universitynkk@math.spbu.ru, nevolga@gmail.comKey words : stochastic dynamical system, Lyapunov exponent, idempo-tent semiring, convergence in distributions.The paper examines stochastic dynamical systems described bya linear vector equation with second-order symmetric matrix in anidempotent semi-ring with operations of maximum and addition. Itis assumed that the diagonal of the matrix consists of a nonnegativerandom variable and zero, whereas both o�-diagonal elements are equalto a nonnegative constant. A problem of calculating the mean asymptoticgrowth rate of system state vector (the Lyapunov exponent) is consider-ed. The solution includes change of variables resulting in new randomvariables that appear to be more suitable for analysis than the randomcoordinates of the state vector. Furthermore, for the new random variab-les, corresponding sequences of one-dimensional probability distributionsare constructed and their convergence is examined. The Lyapunov ex-ponent is calculated as the mean value of the limiting distribution forone of the sequences.Bibliogr.: 10 refs.
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Information SystemsSyntax Elements Matching inVersion Control Systems1D. V. PavlenkoSaint Petersburg State Universitydmit10@gmail.comThe paper presents a formulation of the matching problem for �lesyntax elements. Solution of this problem facilitates better descriptionof the modi�cations performed over the stored �le contents and e�cientsolution of the con�ict problem.Bibliogr.: 9 refs.
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Stochastic Method of SolvingProblems of Classi�cation and Training1V. N. ShatsSt. Petersburgvlnash@mail.ruKey words : information environment, classi�cation problem, expansionof initial information, stochastic algorithm.A stochastic method is proposed for the solution of classi�cationand training problems. A continuous mapping of the set of pointsrepresented by objects with noisy data is considered, which generatesa matrix that, under certain conditions, retains the properties of theobjects in the original matrix. This mapping is implemented as a conti-nuous multivariable function obtained in the information environmenttheory developed by the author. By varying random parameters of thisfunction, an ensemble of matrices can be obtained. These enrich theinitial information and reduce the corresponding problem to statisticalevaluation of the deterministic solutions for individual matrices compu-ted through a uniform algorithm.Bibliogr.: 10 refs.
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