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Abstract:
In this work the load balancing problem is studied for decentralized stochastic network with unknown but bounded noise in measurements and varying productivities of agents. The load balancing problem is formulated as a consensus problem in a stochastic network. Consideration of Laplacian potential function corresponded to the network graph allows to introduce a new randomized local voting protocol with constant step-size which is based on simultaneous perturbation stochastic approximation algorithm. The conditions are formulated for the approximate consensus achievement which corresponds to achieving of a suboptimal level of agents’ load. The new algorithm is illustrated by simulations.
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1. INTRODUCTION

In recent years the consensus approach has been widely used for solving different practical problems Olfati-Saber and Murray (2004); Olfati-Saber et al. (2007); Ren et al. (2007); Ren and Beard (2008); Chebokharev and Agaev (2009); Kar and Moura (2009); Granichin et al. (2012); Amelina et al. (2013); Lewis et al. (2014), including the load balancing problem Amelina et al. (2015). For the problem of achieving consensus a lot of theoretical results were obtained. In Tsitsiklis et al. (1986); Huang and Manton (2009); Li and Zhang (2009) the stochastic approximation type algorithms were used for achieving the consensus, and their applicability under some statistical uncertainties was analyzed in Amelina and Fradkov (2012); Amelina et al. (2015), where it was assumed that measurement noise and delays have a statistical nature with standard properties of zero-mean and bounded covariance.

Emphasize, when the undirected topology graph has a spanning tree, the load balancing problem can be reformulated as a minimization problem of a Laplacian potential associated with a graph (see Olfati-Saber and Murray (2004)). In this paper we suggest to use a simultaneous perturbation stochastic approximation (SPSA) for solving this problem. SPSA algorithm recursively generates estimates along a random directions and uses only two observations of minimized function at each iteration. SPSA and similar procedures with one (or two) measurements per iteration were introduced in Granichin (1989, 1992) Polyak and Tsybakov (1990), and Spall (1992). They are similar to random search methods Rastrigin (1963). The general overview of SPSA type algorithms and their applications in different fields are done in Granichin et al. (2015). Generally, a centralized algorithm for load balancing which is based on SPSA was considered in Granichin and Amelina (2015); Granichin (2015).

The paper is organized as follows. In Section II, the problem statement is described, and basic concepts of a graph theory that are used hereinafter are introduced. In Section III, the load balancing control strategy is considered. Section IV presents a new result about a mean-risk optimization problem under linear constrains. In Section V we introduce the new randomized local voting protocol and Section VI gives conditions of an asymptotic mean square ε-consensus. Simulation results are given in Section VII. Section VIII contains conclusions.

2. PROBLEM FORMULATION

Let the network system be composed by m agents (processors, machines, etc.) which are numbered by naturals i, i = 1, . . . , m, and N = {1, . . . , m} be a set of agents in the system. This system executes a set of tasks of the same type. Tasks feed to the system in different discrete time instants t = 0, 1, . . . through different agents. Agents perform incoming tasks in
parallel. Tasks can be redistributed among agents based on feedbacks. We assume, that the task cannot be interrupted after it has been assigned to the agent.

In this paper we use the following notation and terms from the matrix and graph theories. A communication graph \((N, E)\) is defined by a set of nodes \(N\) and a set of edges \(E\). A dynamic network of \(d\) agents is determined by a set of dynamic systems (agents) that interact according to the communication graph. We associate a weight \(a_{i,j} > 0\) with each edge \((i, j) \in E\). A graph can be represented by an adjacency matrix \(A = [a_{i,j}]\) with weights \(a_{i,j} > 0\) if \((i, j) \in E\), and \(a_{i,j} = 0\) otherwise. Assume, that \(a_{i,i} = 0\). We use the notation \(G_A\) for a graph which is represented by an adjacency matrix \(A\). Define a weighted in-degree of node \(i\) as a sum of \(i\)-th row of matrix \(A\): \(d^i(A) = \sum_{j=1}^n a_{i,j}\), and \(D(A) = \text{diag}\{d^i(A)\}\) as a corresponding diagonal matrix. Let \(L(A) = D(A) - A\) denotes the Laplacian of the graph \(G_A\). Note, that the sum of rows of the Laplacian equals to zero. The symbol \(d_{\text{max}}(A)\) stands for a maximum in-degree of the graph \(G_A\). \(Re(\lambda_2(A))\) is the real part of the second eigenvalue of matrix \(A\) ordered by absolute magnitude. \(A^T\) is the transpose matrix. Let \(N^1 = \{j : a_{i,j} > 0\}\) be a “neighbors” set of agent \(i \in N\), \(|N^1|\) is a corresponding number of “neighbors”. The graph \(G_A\) is called undirected if \(a_{i,j} = a_{j,i}\) for all \(i, j \in N\).

At each time instant \(t\) the behavior of each agent \(i \in N\) is described by two characteristics:

- \(q_i^t\) is the queue length of atomic elementary tasks of agent \(i\) at time instant \(t\);
- \(\theta_i^t\) is the productivity of agent \(i\) at time instant \(t\).

Here and below, an upper index of agent \(i\) is used as a corresponding number of an agent (not as an exponent). The execution time of a task varies from one agent to another and depends on a productivity of an agent.

Consider the case when the dynamic model of the system is described by the following equations

\[ q_{i,t+1}^t = q_i^t - \theta_i^t + z_i^t + u_i^t, \quad i \in N, \ t = 0, 1, \ldots, \]

where \(z_i^t\) are amounts of new system tasks received through agent \(i\) at time instant \(t\); \(u_i^t \in \mathbb{R}\) are control actions (distributed tasks to agent \(i\) at time instant \(t\) — parts of system tasks previously received through other agents), which could (and should) be chosen.

We assume, that to form the control strategy \(u_i^t\) each agent \(i \in N\) has knowledge about its own productivity, productivities of its neighbors and noisy data about its own queue length:

\[ y_{i,t}^j = q_i^t + z_i^t + u_i^t, \quad j \in N^1, \]

and, if the neighbors set \(N^1\) is not empty, the knowledge about productivities of its neighbors and noisy observations about its neighbors’ queue lengths:

\[ y_{i,j}^t = q_i^t + z_i^t + u_i^t, \quad j \in N^1, \]

where \(\{u_{i,j}^t\}\) is an observation noise.

Denote \(T_i^t\) as a time moment when agent \(i\) completes currently assigned tasks (at time moment \(t\)). \(T_i^t\) can be formally described as:

\[ T_i^t = \min_{\tau} \sum_{k=t}^{\tau} \theta_k^i \geq q_i^t. \]

Consider the problem of minimization of implementation time of all tasks:

\[ \max_{i \in \{1, \ldots, m\}} T_i^t(q_i^t, u_i^1, z_i^1, u_i^2, z_i^2, \ldots) \rightarrow \min_{u_i^1, u_i^2, \ldots} u_i^1, u_i^2, \ldots. \ (4) \]

For the stationary case when \(z_i^t = 0\) (i.e. there are no new receiving tasks for \(t > 0\)), such value does not vary over time and so the problem becomes a worst-case optimization problem (moreover, it is easy to show that the problem can be further reduced to minimization of some “good” convex functional). For the nonstationary case the problem is more difficult as we should trace “drifting” minimum point.

3. LOAD BALANCING

An ideal scheduling algorithm is the one which keeps all the nodes busy executing essential tasks, and minimizes the internode communication required to determine the schedule and pass data between tasks. The scheduling problem is particularly challenging when the tasks are generated dynamically and unpredictably in the course of executing the algorithm. This is the case when many recursive divide-and-conquer algorithms have to be used, including backtrack search, game tree search and branch-and-bound computation.

When all queue lengths and productivities (performance) of nodes are known, then the best control strategy is a proportional distribution of tasks such that

\[ q_1^t/\theta_1^t = q_2^t/\theta_2^t = \ldots = q_m^t/\theta_m^t. \]

The proof of this result is not difficult and could be found, for example, in Amelina et al. (2015). This control strategy is called load balancing.

The reasons mentioned above allow us to reformulate the considering problem: the goal is to maintain the balanced (equal) load across the network.

Assume, that the following conditions are satisfied

**A1:** Graph \(G_A\) is undirected, and it has a spanning tree.

**A2:** \(\theta_i^t \geq \theta_{\text{min}}, \ \forall i \in N, \ t = 0, 1, \ldots.\)

(Note, if Assumption A1 is satisfied then \(0 < Re(\lambda_2(A))\) (see Lewis et al. (2014))).

If we take \(x_i^t = q_i^t/\theta_i^t\) as a state of agent \(i\) considered dynamic network at time instants \(t = 0, 1, \ldots\), then the control goal of achieving consensus in network will correspond to the optimal redistribution of tasks among agents (see Amelina et al. 2015)). Under this notation, the dynamics of each agent can be rewritten as

\[ x_{i,t+1} = x_i^t + \tilde{f}_i^t + \tilde{u}_i^t, \]

where \(\tilde{f}_i^t = z_i^t/\theta_i^t - 1, \ \text{and} \ \tilde{u}_i^t = u_i^t/\theta_i^t, \ i \in N\) are “normalized” control actions.

We can rewrite Equation (5) in the vector form

\[ x_{t+1} = x_t + \tilde{f}_t + \tilde{u}_t, \]

where \(m\)-vectors \(x_t, \tilde{f}_t, \text{and} \ \tilde{u}_t\) consist of corresponding elements \(x_1^t, \ldots, x_n^t, \ \tilde{f}_1^t, \ldots, \tilde{f}_m^t, \ \text{and} \ \tilde{u}_1^t, \ldots, \tilde{u}_m^t\).

If undirected graph \(G_A\) has a spanning tree, the load balancing problem can be reformulated as a minimization problem of a Laplacian potential associated with graph \(G_A\) (see Olfati-Saber and Murray (2004)).
\[ \Phi_t(x_t) = \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} a_{i,j} (x_j^t - x_i^t)^2 \rightarrow \min_{x_t}, \quad (7) \]

subject to \[ \sum_{i=1}^{m} x_i^t \theta_i^t = \sum_{i=1}^{m} \theta_i^t - \alpha \Delta_n \left( \frac{y_n^t}{\sqrt{2}} \right), \quad (8) \]

since \( \Phi_t(x_t) = 0 \) for the case \( x_1^t = x_2^t = \ldots = x_m^t \) and \( \Phi_r(x_t) > 0 \) for all other cases. It is also mentioned in Oliffati-Saber and Murray (2004) that local voting protocol (see, e.g., Amelina et al. (2015)) is equivalent to gradient descent for Laplacian potential. Linear constraint (8) is natural for problems of tasks redistribution because we cannot lose the tasks during a redistribution process.

To solve the problem (7),(8) we could use the algorithm and result from Granichin (2015).

4. MEAN-RISK OPTIMIZATION PROBLEM UNDER LINEAR CONSTRAINTS

Consider a set of differentiable functions \( \{f_w(\theta)\} \subseteq \mathbb{W} \), \( f_w(\theta) : \mathbb{R}^m \rightarrow \mathbb{R} \), let \( x_1, x_2, \ldots \) be the set of observation points chosen by experimenter. For each \( t = 1, 2, \ldots \) we get measurements \( y_1, y_2, \ldots \) of \( f_w(\cdot) \) with additive external noise \( v_t \)

\[ y_t = f_w(x_t) + v_t, \quad (9) \]

where \( \{v_t\} \) is an uncontrollable sequence, \( y_t \in \mathbb{W} \).

Let \((\Omega, \mathcal{F}, P)\) be the underlying probability space, and let \( F_{t-1} \) be the sigma-algebra of all probabilistic events occurred before \( t = 1, 2, \ldots \)

The problem is to find optimal \( \theta_t^* \) that minimizes mean-risk functional

\[ F_t(\theta) = E_{F_{t-1}} f_w(\theta) \rightarrow \min_{\theta} \quad (10) \]

subject to linear constraints

\[ H_t \theta = q_{t-1} \quad (11) \]

with matrices \( H_t \) of dimension \( k \times m \) and vectors \( q_{t-1} \in \mathbb{R}^k \), \( k \leq m \) (with \( k = 0 \) it is assumed that there is no constraints).

Hereafter \( E \) is a symbol for mean value and \( E_{F_{t-1}} \) is a symbol for conditional mathematical expectation with respect to \( F_{t-1} \). \( \langle \cdot, \cdot \rangle \) is a scalar product of two vectors, \( || \cdot \|| \) is an Euclidean norm of a vector.

If \( \text{rank} H_t = k \) then there exists linear function \( h_t : \mathbb{R}^m \rightarrow \mathbb{R}^k \) and its reverse function \( g_t : \mathbb{R}^k \rightarrow \mathbb{R}^m \) such as \( x = g_t(h_t(x)) \), \( \forall x \in M_t = \{H_t x = q_{t-1}\} \).

We assume that \( h_t(\cdot) \) could always be chosen.

Let \( \Delta_n, n = 1, 2, \ldots \) be an observed sequence of independent random variables in \( \mathbb{R}^{m-k} \), called the simultaneous test perturbation, with Bernoulli distribution which elements equal \( \pm 1 \) with probabilities \( \frac{1}{2} \).

Let us take a fixed initial vector \( \hat{\theta}_0 \in \mathbb{R}^m \) and choose positive numbers \( \alpha \) and \( \beta \). Consider the algorithm

\[ \begin{cases} x_{\pm n} = \theta_{2n-1} \pm \frac{1}{2} \left( h_{2n-2} + \left( \hat{\theta}_{2n-2} - \theta_{2n-2} \right) \right) \pm \beta \Delta_n, \\ \theta_{2n-1} = g_{2n-1} (h_{2n-2} - \hat{\theta}_{2n-2}), \\ \hat{\theta}_{2n} = g_{2n} (h_{2n} - \hat{\theta}_{2n-1}) - \alpha \Delta_n \left( \frac{y_n^t - y_{n-1}^t}{\sqrt{2}} \right), \end{cases} \quad (12) \]

which is similar to one proposed in Granichin (2015) when \( H_t(\cdot) \) does not depend on \( t \).

Next, we assume the following about \( f_{w_n}(x) \), \( F_t(\cdot) \) and uncertainties in the model:

A3: Function \( F_t(\cdot) \) has unique minimum point \( \theta_t^* \) and \( \forall z \in \mathbb{R}^m \)

\[ (z - h_t(\theta_t^*)) E_{F_{t-1}} \nabla f_{w_n}(g_t(z)) \geq \mu \|z - h_t(\theta_t^*)\|^2 \]

with a constant \( \mu > 0 \).

A4: \( \forall y_t \subseteq \mathbb{W} \) gradient \( \nabla f_{w_n}(g_t(z)) \) satisfies the Lipschitz condition: \( \forall y', z' \in \mathbb{R}^k \)

\[ \|\nabla f_{w_n}(y') - \nabla f_{w_n}(y')\| \leq M \|y' - z'\| \]

with a constant \( M > \mu \).

A5: Vector-gradient \( \nabla f_t(\cdot) \) is uniformly bounded in point \( h_t(\theta_t^*) \), \( E_{F_{t-1}} \|E \nabla f_t(h(\theta_t^*))\| \leq c_1 \), \( E \|\nabla f_t(h(\theta_t^*))\|^2 \leq c_2 \), \( E(\nabla f_t(h(\theta_t^*))^2, \nabla f_{t-1}(h(\theta_{t-1}^*))) \leq c_2 \) (i.e. \( f_{x_n}(\theta) = F_t(\theta) \)).

A6: For \( n = 1, 2, \ldots \),

a) \( \Delta_n \) and \( w_{2n-1}, w_{2n} \) (if they are random) do not depend on \( \sigma \)-algebra \( F_{2n-2} \)

b) If \( w_{2n-1}, w_{2n} \) are random then random vectors \( \Delta_n \) and elements \( w_{2n-1}, w_{2n} \) are independent.

c) the successive differences \( \delta_n = w_{2n} - w_{2n-1} \) of observation noises are bounded:

\[ |\delta_n| \leq c_0 < \infty, \|E w_{2n}^\prime \| \leq c_0^2, \]

if a sequence \( \{w\} \) is random. 

d) If \( \delta_n \) is random then \( \delta_n \) and vector \( \Delta_n \) are independent.

A7: Matrices \( H_{2n-1} \) and \( H_{2n} \) (if they are random) do not depend on \( \sigma \)-algebra \( F_{2n-2} \).

A8: The drift is bounded: \( \|h_t(\theta_t^* - \theta_{t-1}^*)\| \leq \delta_0 \), \( \|E h_t(\theta_t^* - \theta_{t-1}^*)\|^2 \leq \delta_0^2 \) and \( E \|h_t(\theta_t^* - \theta_{t-1}^*)\|^2 \leq \delta_0^2 \) (if a sequence \( \{w\} \) is random.

The rate of drift is bounded in a such way that \( \forall y_t \subseteq \mathbb{R}^{d-k} \), \( E_{F_{2n-2}} \varphi_n(x)^2 \leq c_3 \|x - h_{t-2} \|^2 + c_4 \), where \( \varphi_n(x) = f_{w_{2n-1}}(x) - f_{w_{2n-1}}(x) \).

Denote \( \kappa = 2(\mu - \gamma), b = 2\beta M c_3^2 (1 + 6\alpha M c_3^2 + \delta_0 (M + 2\mu + 6\alpha M c_3^2), l = 2c_0 c_3^2 + 2 c_3^2 + 3 \max \{c_3^2, c_3^2 (c_2 + M^2 (\delta_0 + 2\beta c_3^2)) + 2\delta_0 (4\beta M c_3^2 + \delta_0 + c_1 + 3\mu \delta_0^2) \}

where \( \gamma = 3c_3^2 (M^2 c_3^2 + c_3^2) \).

The following Theorem shows the asymptotically efficient mean-squared weak upper bound of estimation residuals by algorithm (12).

Theorem 1. If \( \text{rank} H_t = k \), assumptions A3-A8 hold, and \( \alpha \) is sufficiently small: \( \alpha \in (0; \mu/\gamma) \) if \( \mu > 2\gamma \), or \( \alpha \in (0; \mu/\gamma) \cup (\mu/\gamma; 2\gamma) \)

then the sequence of estimates provided by the algorithm (12) has asymptotically efficient mean-squared weak upper bound of estimation residuals

\[ \bar{L} = (b + \sqrt{b^2 + 2\kappa})/\kappa, \quad (13) \]

i.e. \( \forall \varepsilon > 0 \) such that \( \forall n > N \)

\[ \sqrt{E \|\hat{\theta}_{2n} - \theta_{2n}^*\|^2} \leq \bar{L} + \varepsilon. \]

Proof of Theorem 1 is slightly different from the correspondence proof in Granichin (2015) since we consider more complicated problem setting and additional Assumption A5.

5. TASK REDISTRIBUTION PROTOCOL

Generally, to ensure load balancing across a network (in order to increase the overall throughput of a system and to reduce
execution time) it is naturally to use the redistribution protocol over time.

Minimum point \( x^* \) of (7) vary over time due to the system dynamics (6). Consider SPSA algorithm (12) with nonvanishing step-sizes for tracking the changes \( x^* \) using \( h_i(x) = h(x) = \text{col}\{x^1, \ldots, x^{m-1}\} \)

\[
g_t(z) = \text{col}\{z^1, \ldots, z^{m-1}\}, \quad \sum_{i=1}^m g^i_{t-1} - \sum_{j=1}^{d-1} z^j_{t-1}/\theta^j_t.
\]

We have initial guess \( x_0 \) which is formed by \( q_0/\beta_0, \ i = 1, \ldots, m. \ Let \alpha > 0 \ and \ \beta > 0 \ be fairly small step-sizes.

The iteration step consists of

- Compute two values
  \[
y^n_t = \Phi_{2n-1+\frac{1}{2}}\left(g_{2n-1+\frac{1}{2}}(h(\tilde{x}_{t-1}) \pm \beta\Delta_t)\right);
  \]

- Compute quasigradient vector
  \[
  \hat{\nabla}_n = \Delta_n \frac{y^n_t - y^n_0}{2\beta};
  \]

- Get new estimate
  \[
  \tilde{x}_{2n-1} = g_{2n-1}(h(\tilde{x}_{2n-2})); \\
  \tilde{x}_{2n} = g_{2n}(h(\tilde{x}_{2n-2}) - \alpha \hat{\nabla}_n).
  \]

We cannot use (16) in decentralized load balancing problem since each agent is able to use information about its neighbors only.

Consider the \( i \)-th component of the quasigradient vector from (15). By virtue (7) and (14) we have

\[
\hat{\nabla}^i_t = \Delta^i_t \Phi(\tilde{x}_{i-1} + \beta\Delta_t) - \Phi(\tilde{x}_{i-1} - \beta\Delta_t) = \Delta^i_t \frac{1}{4\beta} \sum_{k=1}^n \sum_{j=1}^n a^{k,j} \times
\]

\[
\times \left((x^k_i + \beta\Delta_t^i - x^k_i - \beta\Delta_t^i)^2 - (x^k_i - \beta\Delta_t^i - x^k_i + \beta\Delta_t^i)^2\right).
\]

By using the difference of squares (formula: \( a^2 - b^2 = (a - b)(a + b) \)), we derive

\[
\hat{\nabla}^i_t = \Delta^i_t \sum_{k=1}^n \sum_{j=1}^n a^{k,j}(\Delta_t^i - \Delta_t^i)(x^k_i - x^k_i) + \\
\sum_{j \in N_i} (a^{i,j} + a^{j,i})(1 - \Delta_t^i \Delta_t^j)(x^k_i - x^k_i) +
\]

\[
\Delta^i_t \sum_{k,j \in N \setminus \{i\}} a^{k,j}(\Delta_t^i - \Delta_t^j)(x^k_i - x^k_i),
\]

since \((\Delta_t^i)^2 = 1\). Denoting \( \eta^i_t = \sum_{k \neq i} \sum_{j \neq i} a^{k,j}(\Delta_t^i - \Delta_t^j)(x^k_i - x^k_i) \) we get

\[
\hat{\nabla}^i_t = 2 \sum_{j \in N_i} a^{i,j}(1 - \Delta_t^i \Delta_t^j)(x^k_i - x^k_i) + \Delta^i_t \eta^i_t.
\]

Following by the SPSA iteration step (16) we could consider decentralized control protocol

\[
u^i_t = \alpha \sum_{j \in N_i} a^{i,j}(1 - \Delta_t^i \Delta_t^j) \left(\frac{\theta^j_t}{\theta^i_t} y^j_t - y^i_t\right), \ i \in N,
\]

where \( \alpha > 0 \) is a step-size of control protocol (17).

For each \( i \in N \) the dynamics of the closed loop system with protocol (17) is as follows

\[
x^i_{t+1} = x^i_t + \bar{f}^i_t + \alpha \sum_{j \in N_i} a^{i,j}(1 - \Delta_t^j \Delta_t) \left(\frac{y^j_t}{\theta^j_t} - y^i_t\right), \ i \in N.
\]

If we denote matrix \( B_t = [b^{i,j}_t] \), where \( b^{i,j}_t = a^{i,j}(1 - \Delta_t^j \Delta_t) \), then properties of a similar control algorithm, called a local voting protocol, for a load balancing problem were studied in Amelina et al. (2015). The common feature is that the control value of the local voting protocol for each agent was determined by the weighted sum of differences between the information about the state of the agent and the information about its neighbors’ states. However, the analysis in Amelina et al. (2015) was done only for the case of statistical noise (noise with Gaussian distribution) with standard zero-mean and bounded covariance properties. Here we consider the randomized modification (the special case) of the local voting protocol, which was inspired by SPSA methods. Probably we could use weaker conditions about observation noise \( (v^{i,j}_t) \) and disturbances \( \bar{f}^i_t \) if we assume the independence of simultaneous test perturbation \( \Delta_t \) on noise and disturbances (see Granichin et al. (2015)).

5.1 Connection to gossip algorithms

For considered SPSA algorithm we used Bernoulli distributed simultaneous perturbation \( \Delta \) but in fact we can use different \( \Delta \) without losing core properties of the SPSA. In Granichin et al. (2015) required conditions are presented (chapter 3, conditions (3.8)). One possible distribution is as follows:

\[
\Delta^k_n = \begin{cases} 
0, & k \neq i,j \\
\pm 1, \text{ w.p. } \frac{1}{2}, & k = i \text{ or } k = j \\
1, & \text{Assuming } \Delta^k_n = -\Delta^k_n, \ k = i \text{ or } k = j.
\end{cases}
\]

If we apply such \( \Delta \) to (18) there will be only two nonzero coordinates and whole sum contains single nonzero term. Multiplier \((\Delta^k_t - \Delta^k_n)\) is \( \pm 1 \) for nonzero terms and the sign doesn’t affect summation value. With that, considered stochastic approximation procedure can be described as “iteratively pick random pair of indices and average values of corresponding coordinates” (value of \( \beta \) affects how much the values are drawn to their average). Such algorithms was previously studied in Boyd et al. (2006) and are known as “gossip” algorithms. As we mentioned in previous sections, SPSA algorithm works with arbitrary bounded noises. With that, gossip algorithms should work with arbitrary noises as well if choice of a pair of indices does not correlate with external noise.

6. ASYMPTOTIC MEAN SQUARE \( \varepsilon \)-CONSSENSUS

**Definition 1.** \( n \) agents are said to achieve the asymptotic mean square \( \varepsilon \)-consensus, if \( \text{E}\|x^i_t\|^2 < \infty, \ i \in N, \) and there exists a sequence \( \{x^i_t\} \) such that

\[
\lim_{t \to \infty} \text{E}\|x^i_t - x^j_t\|^2 \leq \varepsilon
\]

for all \( i \in N. \)

Assume that the following assumptions are satisfied:

**A9:** a) For each \( i, j = 1, \ldots, m \) vector \( \Delta_t \) and \( \xi^i_t \) (if it is random) are independent.

b) For each \( i = 1, \ldots, m \) vector \( \Delta_t \) and \( z^i_t \) (if it is random) are independent.
c) For each \( i = 1, \ldots, m \) vector \( \Delta_t \) and \( \theta_i^t \) (if it is random) are independent.

d) For all \( i, j \in N, t = 1, 2, \ldots \) observation noise \( \xi_{i,j}^t \) is bounded: \( |\xi_{i,j}^t| \leq c_\xi < \infty \), or \( E(\xi_{i,j}^t)^2 \leq c_\xi^2 \) if \( \xi_{i,j}^t \) is random.

e) For each \( i = 1, \ldots, m \), \( z_i^t \) is bounded: \( |z_i^t| \leq c_z < \infty \), or \( E(z_i^t)^2 \leq c_z^2 \) if \( z_i^t \) is random.

Let \( x_0^i \) be the average of the initial data
\[
x_0^i = \frac{1}{n} \sum_{t=1}^{n} x_0^i,
\]
and \( \{x_t^i\} \) is the trajectory of the averaged system
\[
x_{t+1}^i = x_t^i + \frac{1}{n} \sum_{i=1}^{n} f_t^i.
\]

Theorem 1 allows to derive the level of upper bound of the asymptotic mean square \( \varepsilon \)-consensus:
\[
\lim_{t \to \infty} E[|x_t - x_t^1 1_m|^2] \leq \varepsilon
\]
with some \( \varepsilon \) which can be calculated using Theorem 1 result. Here \( 1_m \) is \( m \)-vector of ones.

For considered case
\[
\mu = Re(\lambda_2(A)), \quad M = 4d_{\max}(A).
\]

To verify the applicability of Theorem 1 we need to check that:

1: The function \( \Phi_t(\cdot) \) is strongly convex on subspace \( X_t = \{x \in R^m : x^T 1_m = x_1^T 1_m\} \), i.e. it has a unique minimum point \( x_t^* 1_m \) and
\[
(x - x_t^* 1_m)^T \nabla \Phi_t(x) \geq \mu \|x - x_t^* 1_m\|^2, \quad \forall x \in X_t
\]
with a constant \( \mu = Re(\lambda_2(A)) > 0 \).

Calculating the derivatives, we get
\[
\frac{\partial \Phi_t(x)}{\partial t} = \sum_{j=1}^{n} a^{i,j} (x^j - x^i) + \sum_{j=1}^{n} a^{i,j} (x^i - x^j).
\]

Hence, gradient-vector \( \nabla \Phi_t(x) \) equals to \( 2C(A)x \).

The vector \( 1_m \) is the right eigenvector of Laplacian matrix \( L(A) \) and corresponding to the zero eigenvalue:
\[
L(A) 1_m = 0.
\]

Sums of all elements in rows of matrix \( L(A) \) is equal to zero and, moreover, all the diagonal elements are positive and equal to the absolute value of the sum of all other elements in the row.

By virtue Assumption A1 matrix \( L \) has a spanning tree. By Lemma 2.10 from Ren and Beard (2008) the rank of matrix \( L(A) \) equals \( m - 1 \). Hence we can derive
\[
(x - x_t^* 1_m)^T \nabla \Phi_t(x) = 2(x - x_t^* 1_m)^T L(A)x = 2(x - x_t^* 1_m)^T L(A)(x - x_t^* 1_m) \geq Re(\lambda_2(A)) \|x - x_t^* 1_m\|^2,
\]

2: By using Gershgorin criteria (see Lewis et al. (2014)), we get that the gradient \( \nabla \Phi_t(x) \) satisfies the Lipschitz condition:
\[
\|\nabla \Phi_t(x') - \nabla \Phi_t(x'')\| \leq 2 \|L(A)(x' - x'')\| \leq 4d_{\max}(A) \|x' - x''\|
\]
with a constant \( M = 4d_{\max}(A) \geq \mu = Re(\lambda_2(A)) \).

3: By virtue Assumption A9a the vector \( \Delta_t \) does not depend on observation noise and drift.

4: By virtue Assumption A9d the observation noise satisfies:
\[
\left| \sum_{j=1}^{n} a^{i,j} (1 - \Delta_t \Delta_j)(\frac{\xi_{i,j}^t}{\theta_i^t} - \frac{\xi_{i,i}^t}{\theta_i^t}) \right| \leq 4d_{\max}(A)c_v/\theta_{\min} < \infty.
\]

5: By virtue Assumption A9e the drift is bounded:
\[
\|x_t^1 1_m - x_{t-1}^1 1_m\| = \frac{1}{m} \sum_{i=1}^{m} f_t \sqrt{n} \leq \max\{1, c_z/\theta_{\min} - 1\} \sqrt{n} = \delta_x < \infty.
\]

7. SIMULATION RESULTS

To illustrate the theoretical results we consider the decentralized computer network of \( m = 50 \) computing nodes. We will show that the proposed randomized control algorithm (17) provides load balancing of the network similar to the one presented in Fig. 1.

Fig. 1. The network topology.

The network topology is a ring with chords which are randomly chosen by the following rule for every node:

1) simulate a number of added chords by a Poisson distribution with mean value \( m/2 \)
2) randomly select nodes that attach to the current (the number of such units is equal to the value obtained in step 1)

We generate the initial productivities \( \theta_1^t, \theta_2^t, \ldots, \theta_m^t \) randomly by the uniform distribution over the interval [10; 50]. We assume that productivity measure in our case is the number of available jobs in time instant \( t = 0, 1, \ldots \), the productivities do not change over time and \( \theta_i^t \neq 0 \forall \ i \).

The tasks are divided into two sets: regular and burst. The first one is served on each tact to a randomly chosen node and the second one at any given time. During system operation we will be adding regular tasks from the interval [12; 100] and burst tasks from [10000; 25000].

Fig. 2 shows the dependence of algorithm convergence rate on choosing of coefficient \( \alpha \).

In Fig. 3, we can see the system of \( m = 50 \) nodes operating in nonstationary case with the control protocol (17). Each line indicates how the load \( x_i^t \) evolves over time. For clarity, the chart displays 3 maximum and 3 minimum values. These lines also show how the system evolves to reach load-balancing or consensus. We can see that even when the new burst task set is received during the system operation, it does not affect the quality of load balancing. During the simulation we have set the coefficient \( \alpha = 0.007 \), which is the most suitable value for the current topology and chosen parameters (see Fig. 2). In addition
to the obtained results, it is planned to study the possibility of SPSA application for tracking the optimal value of $\alpha$.

Fig. 3. Performance of the system with $m = 50$ nodes $x_i^t$ for the nonstationary case.

8. CONCLUSION

In this paper the problem of load balancing in a multi-agent system under unknown but bounded disturbances was examined. To solve the load balancing problem the new randomized local voting protocol with nonvanishing step-size was proposed. Conditions for achieving an approximate consensus (balance of the network load) were obtained. To illustrate the theoretical results we presented the simulations for the computing network.
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