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1 Introduction

Recently an increasing interest has been observed in investigating the oscilla-
tions of solutions of second order differential equations on half line.

For example, Kamenev [2], Philos [3] and Yang [4] dealt with the oscilla-
tory behavior of second order differential equations. Indeed, they extensively
investigated the oscillation of the following second order differential equations
without or with damping

(r(t)2'(t))" + p(t)x(t) = 0.

Several authors including Li and Yeh [5], Hsu and Yeh [6], Wong and Agar-
wal [7] have investigated the oscillation criteria of second order half-linear dif-
ferential equations of the form

(r(t)|2' ()P 22" (t)) + p(t)|z(t) [P 2x(t) = 0.

Takasi and Yoshida [8] considered the oscillation of the following second order
quasilinear differential equation

(r(t)]2' ()P 22’ (t)) + p(t)|z(t) |7 2x(t) = 0.

In recent papers [10-12], by comparing with the oscillatory behavior of a
certain associated linear second-order differential equation, the authors stud-
ied the oscillatory properties of solutions of the following nonlinear differential
equation

(r(®)®(2'(t)))" + c(t)@(2(t) =0,
where ®(z) = |z|P~ %z with p > 1.
However, the existence of multiple positive solutions of above mentioned
equations have received much less attention.

In this paper, we consider the following functional differential equation with
p-Laplacian on half line

{ )¢ (1))]" + q(t) f(E, 2(t), x(u(t)) = 0, t € (0,+00),

x(t) =1(t), te[-r0], (1)

where
e ¢:[—r 0] — R is continuous with 1 (0) = 0;
o 1:[0,400) — [—r,+o0) with u(t) <t;
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o f:]0,+00)x[0,+00) x R — [0,+00) is an S-Carathéodory function and
f(t,0,0) # 0 on each subinterval of [0, +00);

e p:[0,+0) — (0,400) with p € C1[0, +00) and there exists the limit
lim; o p(t) and fOJrOO ¢t (ﬁ) ds = 4+0o0;
o ¢:[0,+00) — [0, +00) with ¢ € C°[0, +00) and 0 < f0+oo q(s)ds < +00;

e ¢: R — Ris called quasi-linear operator satisfying that ¢'(x) > 0 for all
t € R,t # 0, its inverse function is denoted by ¢~1(x).

The purpose of this paper is to establish existence results for at least three
bounded positive solutions of equation (1) by applying fixed point theorem in
cones in Banach spaces. Based on the results in this paper, the existence of
three bounded positive solutions of the equation

()’ (1))] + f(t,2(t)) =0

subjected to the initial condition

is established.

We call a function x : [—r, +00) — R is a positive solution of equation (1)
if x satisfies equation

P (1)) + q(t) f(t, x(t), 2(u(t)) =0, t € (0,+00)

and the initial conditions

and z(t) > 0 for all £ > 0.

The remainder of this paper is organized as follows: the main result and an
example to illustrate the main result are presented in Section 2. The proof of
the main result is given in Section 3.

2 Main Results and Examples

In this section, we present the main result of the paper, an example is given to
illustrate the main theorem. whereas the known results in the current literature
do not cover that example.
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Definition 2.1. f : [0, +00)x R* — Ris called an S-Carathéodory function

if

(i) for each u,v € R, t — f(t,u,v) is measurable on [0, +00);

(ii) for a.e. t € [0, 4+00), (u,v) — f(t,u,v) is continuous on [0, +00) X R;

(iii) for each r > 0, there exists ¢, € L'[0,+o00) satisfying ¢,(t) >
0,t € (0,+00) and f0+oo or(s)ds < 4oo such that |u|,|v] < 7 implies
|f(t, (L+t)u,o(t)v)| < ¢.(t), ae. t € [0,400), where o(t) = 1+ u(t) if u(t) >0
and o(t) = (t) if p(t) <O0.

Suppose k > 1. Denote

M=g (@ /0 +OOq(u)du) ,

B k 1/k . 1 k

Theorem 2.1. Suppose that f is an nonnegative S-Carathéodory function,
k > 1 a constant and there exist constants e;, es and ¢ such that

0<er<ef/k<(l+kle<c

and

(A1) F(t, (L+t)u, (1 + pt)v) < ¢ (55) for t € [0,400), u,v € [0,c];
| ](AZ) Ft, (1 +t)u, ¥(u(t)) < ¢ (55) for t € [0,+00) with p(t) <0, u €
0, cl;

(A3) f(t,(L+t)z, (1+ pt)v) < ¢ (&) for t € [0,400) and z,v € [0, e1];

([A4)] (1 + )z, v(u(t) < ¢ (5) for t € [0,400) with p(t) < 0 and
x € (0,eq];

(A5)  f(t, (1 + )z, (1 + pt)v) > ¢(2) for t € [1/k,k] and z,v €
[%, (1+ k)@g};

(A6) f(t,(1+ )z, ¢¥(u(t)) > ¢ (%2) for t € [1/k, k] with p(t) < 0 and
z € [2,(1+k)es].
Then equation (1) has at least three positive solutions ¥,y and y3 such that

o .CUZ(t), tZO, -
yi(t) = { b(t). t € [—r.0], 1=1,2,3
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with z1, x9 and x5 satisfying

sup < ej, min xy(t) > €9
tef0+o00) L 1 te[1/k,k) k
and . _—
sup z(1) > e, min x3(t) < il es.
tef0+o00) L 1 te[1/k,k] k

Now, we present an example, which can not be covered by known results,

to illustrate the main results.
Example 2.1. Consider the following BVP

{ [ OP] + et f(t,x(t), 2(t —2)) = 0, ¢ € (0,+00), 2
z(t) = —t* t € [-2,0],

where f is defined by

(500, 2 € [0,10],
dX 1023‘*‘7519(1)?0? 5,21—011010 —500
fo(z) = 4 500 + (z — 10) 100—10 , @ € [10,100],
5 x 1023 W00 o ¢ [100, 107,
(5 102 4 L2200 ) 10", g > 108

\

and

t T 1
/ - |
f(t.z,9) 1029+f0(1+t>+1029+y2

—t
’

Corresponding to equation (1), one sees that ¢(z) = 23, p(t) = 1, q(t) = e
n(t) =t — 2 and ¢(t) = —t2 Then ¢ (z) = 3.
Choose k£ = 100. One finds that

M=¢! (zﬁ /Om q(u)du> =1,

1/k 1k 3/ 001 — 5100
L= L ¢t <—/ q(u)du) ds = Ve S
1 + k 0 p(S) l/k: 101

Choose e; = 10, es = 10000, ¢ = 10%. One sees that

f&, (1+tu,(t—1)v) < ¢ (ﬁ) = 10% for t > 2, u,v € [0, 108];
o f

(t, (1+tu,—(t—2)*) < ¢ () =10 for 0 <t <2, u € [0,10°;

Electronic Journal. http://www.neva.ru/journal, http://www.math.spbu.ru/diffjournal/ 5



Differential Equations and Control Processes, N 3, 2009

o f(t,(1+1t)z,(t—1)v) < (%) =1000 for ¢ > 2 and z, v € [0, 10];
o f(t,(1+t)z,—(t—2)%) < ¢ (5) =1000 for 0 <t <2 and z € [0, 10];
o f(t,(1+ )z, (t— 1)) > ¢(2) = B2 for t € [2,k] and z,v €

100, 1010000);
o f(t,(1+ )z, —(t—2)?) > ¢(2) = % for t € [0.01,2] and
= € [100,1010000]

It is easy to see that (A1) — (A6) hold. Theorem 2.1 implies that equation
(2) has at least three positive solutions 1,y and y3 such that

(1) = i=1,2,3
y( ) { _t27 te [_270]7

with z1, x9 and x5 satisfying

t
sup 71(t) <10, min x(t) > 10100
te[0,400) L 1 t€[0.01,100]
and .
sp B 400 min a(0) < 10100,
tef0400) L 1 [0.01,100]

Remark. It is easy to see that Example 2.1 can not be covered by the
theorems in [1-26].

3 Proofs of Theorem 2.1

In this section, we first present some background definitions in Banach spaces
and then theorem 2.1 is proved.

As usual, let X be a semi-ordered real Banach space. The nonempty convex
closed subset P of X is called a conein X ifaxr € Pand x+y € Pforallz,y € P
and a > 0, and z € X and —z € X imply 2 = 0. A map ¢ : P — [0, +00) is
a nonnegative continuous concave ( or convex ) functional map provided ) is
nonnegative, continuous and satisfies

Ytz + (1 —t)y) > (or < ) t(x)+ (1 —1t)Y(y) for all z,y € Pt € [0, 1].

An operator T; X — X is completely continuous if it is continuous and maps
bounded sets into pre-compact sets.
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Let X be a Banach space, P be a cone of X, ¢ : P — P be a nonnegative
convex continuous functional. Denote the sets by

P.={z € P :|lz|]| <c}, Fc:{xEP:HxHSC}

and
P(;b,d) = {w € P (x) > b, ||o]| < d}.

Theorem 3.1[1]. Suppose that X is a Banach space and P is a cone of
X. Let T : P. — P, be a completely continuous operator and let 1 be a
nonnegative continuous concave functional on P such that ¢ (y) < ||y|| for all
y € P.. Suppose that there exist 0 < a < b < d < ¢ such that

(C1) {y € P(¥;b,d)|[¥(y) > b} # 0 and ¢ (Ty) > b for y € P(3;b,d);
(C2) |[Ty[| < a for [ly|| < a;
(C3) Y(Ty) > b for y € P(y;b,c) with ||Tyl|| > d.

Then T has at least three fixed points yi1, y» and y3 such that ||y1|| < a,
(y2) > b and [|ys|| > a with ¢(ys) <b.

Choose

X = {:L’ € C"[0,+00) : there exists the limt lim x(t)} :

t——+4o00

We call © < y for z,y € X if z(t) < y(¢t) for all ¢t € [0,4+00). Since v € X

implies that there exists the limit lim; . x(¢). Then lim;_. o 916(—3 = (0. Define
the norm .
||z|| = sup ()] for z € X.
te[0,+00) 1+t

It is easy to see that X is a semi-ordered real Banach space. Choose k > 1.
Define the cone in X by

r€ X :x(t)>0foralltel0,+00)

P = and is increasing, concave on [0, +00),

1 1 t
2 (%) = 7 SUPefo,+00) T(Tz)s

Define the functionals on P — R by

k

U(y) T ki, ly(t)], v €
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It is easy to see that i be a nonnegative continuous concave functional on P
such that ¥ (y) < ||ly|| for all y € P.

Lemma 3.1. Suppose that x € X is a solution of equation (1). Then
v = [ B (G 17 atwnf oo, o)) ds, € [0, +0c)
w(t)v te [_Tn 0]

Proof. Since z € X, we get that lim; ;1 2'(t) = 0 and z is bounded.
Since f : [0, 4+00) x [0, +00) X R — [0, +00) is an S-Carathéodory function, we
have f0+oo fu, z(u), z(p(w)))du < +o00. Integrating (1) from ¢ to 400, We get

p(t)('(1)) = / " () (), (u(w)))du, ¢ € [0, +0).

Then
(1) :/0 ot (ﬁ/ ooq(u)f(u,x(u))du> ds, t € [0,+00).
Then
2(t) = { Jy o7t (3 J27 aw) (), w(u(u))du) ds, ¢ € [0, +00)
Y(t), t€[-r0].

The proof is completed.

Lemma 3.2. Suppose that = € X is a solution of equation (1). Then
2'(t) > 0 for all t € [0, +00) and x(t) is positive and concave on (0, +00).

Proof. First, we prove that z’ is positive on [0, 4+00). Since z € X is a
solution of (1), we get from Lemma 3.1 that 2'(4+00) = 0. Since f is nonnegative,
we gat that [p(t)e(2(t))) < 0 for all t € [0, +00). Then

p(400)p(x'(+00)) — p(t)p(2'(t)) <0, t € [0,+00).

It follows that p(t)¢(2'(t)) > 0. Then 2/(t) > 0 for all ¢ € [0, +00).
Second, we prove that z'(t) is decreasing on [0, +00). For ¢t € [0, +00), let

7(t) = /Ot ¢t <$) ds.
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It is easy to see that 7 € C([0, +00), [0, +00)) and

% =¢ ! <$> > 0.

de _dwdr _deo (1
dt  drdt dr p(t))’

sio (%) =4 (%)

Thus

It follows that

Hence

So

dr? ¢ (E
Since [p(t)p(2'(t))] < 0, ¢'(x) > 0(x > 0) and % > 0, we get that % < 0.
Hence z/(7) is decreasing on [0, +00). So z is concave on [0, +00).

Finally, we prove that x is positive on [0, 400). From above discussion, we
get that /() > 0 and z'(¢) is decreasing on [0, 4+00). Then z(0) = 0 implies
that z(t) > 0 on (0, +00). We get that x(t) is positive on (0, +00). The proof
is completed.

Define the nonlinear operator T': X — X by

ran = [ (o st ot s(utupan) ds, 1€ [0,+00)

p(s)

Lemma 3.3. Suppose that £ > 1. It is easy to show that
(i) Tz satisfies

P()d((Tx) ()] + q(t)f (£, x(t), 2(u(t))) = 0, t € [0,+00)

and
(T'z)(0) = 0;

(ii) Ty € P for each y € P;
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(iii) If = is a solution of the operator equation = T'z in P, then

) a(t), t€[0,+00),
mlt) = { W(t), te[-r0]

is a positive solution of equation (1).
Proof. The proofs of (i) and (iii) are simple and are omitted.

For x € P, by the definition of T', we know that Tz is defined on [0, +00).
It follows from Lemma 3.1 and 3.2 that T’z is increasing, concave and positive
on [0,400). It is easy to see that the function (T'z)(t)/(1 + t) achieves its
maximum at [0, +00), then

te[sou+p )(Tx)(t)/(l +t)=(Tx)(o)/(1+ o).
Then
1 k—14 ko 1 1 1
(T) (%) - "7( Ftho E—1+ho k+ka‘7) 2 T (o)/(L+0).

Then Tz € P. The proof of (ii) is completed.

Lemma 3.4[26]. Let V = {z € X : ||| < [}(I > 0). If {1<—3 Lz e v}

is equicontinuous on any compact intervals of [0, +00) and equiconvergent at

infinity, where
t
Vlz:{x() :xEV}
141

is called equiconvergent at infinity if and only if for all € > 0, there exists
T =T(e) > 0 such that for all x € V4, it holds

x(t)  x(t)
14+ 141

Then V is relatively compact on X.

<€, t1,to > T.

Lemma 3.5. T : P — P is completely continuous;

Proof. It is easy to verify that T': P — P is well defined. Now we prove
that T is continuous and compact respectively.

Let z, — x9p as n — oo in P, then there exists ry such that
SUDyenuo} ||Znl] < 7o and [(t)| < 1o for all ¢ € [—r,0]. Set

B,(t)= sup q(t)f(t, L+t o()).

w,|v|€[0,r0]
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where

and we have

/ a5 (5.2 (5), 21(5))) — a(5) (s mols). o)) s < 2 / B, (s)ds.
Therefore by the Lebesgue dominated convergence theorem, one arrives at
P(S(T2,) (1) — pES(To) (1)
-/ o) £ (5, 5), o (1(5)) — a(5) F (5, (), o)) s

< / " (5, 2als), walp(s)) — F(5.70(s).» z0li(5))|ds
0

— 0 asn — +oo.
Since p(+00) < 400, we get
[6((T2)'(t)) — ((Txo)'(t))| — 0 as n — +o0.
Furthermore (Tx,)(0) = (T'z¢)(0) = 0 imply that
[(T'z,) — (T'xo)](2)

0= 111
- = ([ - @y + (20) - @a)0))
< 1—|—t/ |(Tx,) (s) — (Txo)'(s)|ds
< te%ix [(Tz,) — (TSUO)](”

It follows that

|(T2n) — (Txo)|| < e (Tan)" = (Tzo)]']| — 0

as n — —+o00. So, T' is continuous.

T is compact provided that it maps bounded sets into pre-compact sets.
Let €2 be any bounded subset of P. Then there exists r > 0 such that ||z|| <r
for all z € 2 and |¢(t)| < r. Denote

Bi(t) = swp a(®)f(t (1+1u,o(t)v).

u,ve(0,r]
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Obviously, Lemma 3.1 implies that

0= @) = —so ([ a0 aluo)s)
ot ([ a6 st s
ot ([ (st e

p(t)
mintemim)p@) a </OO B’"(S)ds) '

IA

IA

IA

Therefore,

. 1 1 +00
|Tz|| < sup (Tz)(t) < — )p(t)¢ (/0 Br(s)ds) , x €S

t€[0,+00) MINe(0,400

So T(2 is bounded.

Moreover, for any 7" € (0,400) and t,ty € [0,7], one has from Lemma 2.1

that
(Tr)() (o)1)
1+ 1+t
< [ )
= 1it1 /tth(Tx)/(S)ds +‘1jt1_1jt2 8
[Fo (o [ atw) st st stuuyan ) ds
< | e (f) [ st stuu)an) as
1 +00
+‘1+t1 1+t2 /0¢1<p(3) s q“ﬂﬂﬁ(ﬂ)ﬂ(u(%ﬂ))ﬂ%&) ds
< ra|) o ) e ([ pom)
i 14%751 1it2 ( ds¢™ ( Br(U)dU>

— 0 uniformly as t; — tg

for all x € . So T is equicontinuous on any compact interval of [0, +00).
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Finally, for any x € €2, one has

lim (Tz)(t) = 0.

t—-+00
We get that
T
m To)t) = lim (Tz)(t) =0 for all z € Q.
t—too 1+t t—-+00

So T is equiconvergent at infinity. By using Lemma 3.4, we obtain that T is
pre-compact, that is, T is a compact operator. Above all T': P — P is com-
pletely continuous. The proof is completed.

Proof of Theorem 2.1. By the definition of ¢, it is easy to see that ¢ is
a nonnegative convex continuous functional on the cone P. ¥ (y) < ||y|| for all
y € P. For x € P, it follows from Lemma 3.3 that TP C P. From Lemma 3.5,
T : P — P is completely continuous.

Choose
c=e, d=(14+k)es, b=ey, a=e;.

We divide the remainder of the proof into four steps.
Step 1. Prove that T(P,) C P..
For x € P,, one has ||z|| < e. Then

o< 20
1+t

It follows from (A1) and (A2) that

<e, te|0,+00).

e au)) = £ (604050 (a0} A0 <

¢ (%) ,t € [0,400), u(t) >0

and
()
1+t

‘mwwwmw»:f@u+w wmwﬁg

¢ (%) ,t € 1[0, +00), u(t) <0.

Electronic Journal. http://www.neva.ru/journal, http://www.math.spbu.ru/diffjournal/ 13



Differential Equations and Control Processes, N 3, 2009

Then T'r € P implies that

- g, T g
= by e T L(Tx)/(t)‘ <, sup_|(Tr) ()
~ ok (pi) a0, )
< o (o /;OO (). ()

s ¢ % / q(u)x

uel0,400) With u(u)>0

f (u, (1+ u)lxgr—ul}, (1+ u(u))ff—%) du)

+o ! m / q(u)x

uel0,400) Withyu(u)<o

(o0 ) ) )

<o (o [ atwo (1) )

= €.

Then Tz € P,, Hence T(P,) C P.. This completes the proof of Step 1.
Step 2. Prove that

{y € P(4;b,d)[p(y) > b} = {y € P(¥5e2, (1 + k)e2)[o(y) > ea} # 0
and Y(Ty) > b = ey
for y € P(¢;b,d) = P(¢; ez, (1 + k)e).
It is easy to see that {x € P(¢, e, (1 + k)es), 1(x) > es} # 0.
For x € P(1, eq, (1 + k)es), then ¢(x) > ey and ||z|| < (1 4 k)es. Then

k x(t)
—— min x(t) > ey, sup —= < (1l+k)e
1+ k te[l/lkr k] ®) 2 te[O,—Foo) 14+t~ ( Je2

Electronic Journal. http://www.neva.ru/journal, http://www.math.spbu.ru/diffjournal/ 14



Differential Equations and Control Processes, N 3, 2009

Hence

< (14 k)ey, t €[0,400)

and 1+k 1 1+k 1
x(t) > + o > + e _ &
1+t k 1+t k 14+ k k

It follows that

, te1/k, k.

2 < f(f)t < (1+k)es, t € [1/k, k).

Hence (A5) and (A6) imply that

Flt.a(),2(u(t) = 6 (F) 1t € [0,+00), u(t) = 0
and

F(tw®), 0(u(t) = 6 (F) .t € [0,+00), u(t) <0
Then

k ) k 1
o) = [ min (Ta)(0) = ) (1)

- = ( / s (2% / +OOq<u>f<u,ac<u>,a:<u<u>>>du) ds>

L |
Tk ; ¢ m / q(u)x

1V

(e 02 ) ) as

]{3 1/k 1 1 k €9
=i, o (g [ o0 () )

= e9.

This completes the proof of Step 2.
Step 3. Prove that ||Ty|| < a = e; for y € P with ||y|| < a.
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For x € P,,, we have
t
sp 20
t€[0,4-00) 1+t
It follows from (A3), (A4) and Tz € P that

<e; =a.

Flt, 1+ O, (14 p(O)v) < T, L€ [0, +00), u(t) 2 0, 0 S w0 S e

and

Then

|ITz]| = sup

A
S
‘H

= \
=%
£
X

f (u (1+u) ff?u (1+ p(w)) f(“(f‘&))) du)
s ﬁ / ()%
u€[0,+00),u(u)<0

= e1.
Then ||Ty|| < e for ||y|| < e;. This completes that proof of Step 3.
Step 4. Prove that ¥(Ty) > b for y € P(y;b, c) with ||Ty|| > d.
For x € P(¢;b,¢) = P(v,e9,€) and ||Tx|| > d = (1 + k)ey, then

Tx)(t t
sup (o)) > (1+k)ey and ||z]| = sup z(1)
t€[0,+00) L4t te[0,+00) L+t

< e.
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Hence we have from Tx € P that

k
Tz) = ——— min (Tx)(t
Y(Tr) 1+kt€%1}£k]( z)(t)
k 1
= T3 <E)
ko1 T
> 1w (Tz)(t)
L+ EEKtep00) 141
1

This completes the proof of Step 4.

From above steps, (C1), (C2) and (C3) of Theorem 3.1 are satisfied. Then,
by Theorem 3.1, T has three fixed points z;, x5 and z3 € P, such that

1] < e1, P(x2) > e, [|z3]| = €1, P(x3) < e, ||zi]| <efori=1,2,3,

i.e., 1, xo and x3 satisfy

t 1+ k&
sup 1i(t) < e, min xo(t) > - €9
tef0+o00) L 1 te[1/k,k) k
and t 14k
sup zs(1) > e, min x3(t) < i es.
t€[0,+00) 141 te[1/k,k] k
Hence equation (1) has at least three positive solutions
i(t), t >0, ,
yi(t) = zi(t), £ 2 i=1,2,3.
b(t), t € [=r0]
The proof is completed.
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