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Abstract

This paper presents new exponentially stabilization conditions for a class of linear
systems with time-varying delays in state and control. The time-delays function is as-
sumed to be continuously belonging to a given interval in which the lower bound of delay
is not restricted to zero. New delay-dependent, based on the constructing of improved
Lyapunov-Krasovskii functionals combined with Leibniz-Newton’s formula, sufficient con-
ditions for the exponential stabilization via memoryless control are established in terms
of LMIs. That allows us to compute simultaneously the two bounds that characterize
exponential stability of the solution. Numerical examples are given to demonstrate that
the derived conditions are much less conservative than those given in the literature.
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1 Introduction

Time-varying delays in control input are often encountered in many practical

systems because of transmission of the measurement information. The exis-
tence of these delays may be the source of instability and poor performance
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of the closed-loop systems. Therefor, the problem of stabilization of control

system with input delays has been received considerable attention from many
researchers [4, 5, 6, 7, 9, 10, 11]. By using an improved state transformation,

Chen and Zheng [3], Yue [19], Yue and Han [20] derived sufficent conditions for
the robust stabilization of linear uncertain systems with unknown input delay

in terms of LMI’s but the system is required to be global controllable. In [8]
Hien by using an improved Lyapunov-Krasovskii functional, a delay-dependent
conditions for exponential stabilization are derived in terms of LMI. The con-

ditions do not require any assumption about the controllability of the nominal
system. However, the stabilization condition reported in this work require the

delay functions to be constans.

On the other hand, the stabilization of dynamic system with interval time-

varying delays has been a focused topic of theoretical and practical importance
[2, 14, 15, 17, 18] in very recent years. Interval time-varying delay is a time

delay that varies in an interval which the lower bound is not restricted to be
0. Delay-dependent robust exponential stabilization criteria for interval time-

varying delay systems with norm-bounded uncertainties are proposed in [17], by
using Lyapunov-Krasovskii functionals combined with the free-weighting matri-
ces but the time-varying delays are required to be differentiable. It is noted that

the former has more matrix variables than our sesult, but our sesult has less con-
servative and matrix variables than [17]. Recent, in [2] T. Botmart, P. Niamsup

and V. N. Phat, based on the constructing of improved Lyapunov-Krasovskii
functionals combined with Leibniz-Newton’s formula and the technique of deal-

ing with some integral terms, a delay-dependent sufficient conditions for the
exponential stabilization via memoryless control are established in terms of

LMIs without introducing any free-weighting matrices. However, in the results,
the interval time-varying delayed control input was not considered there. In
addition, the approach used in paper [2] can not be applied to the system is

studied by us.

In this paper, the problem of exponential stabilization for a class of lin-
ear systems with interval time-varying delays in state and control is studied.
The time delays is a continuous functions belonging to a given interval, which

means that the lower and upper bounds for the time-varying delay are avail-
able, but the delay function is not necessary to be differentiable. Based on

the constructing of improved Lyapunov-Krasovskii functionals combined with
Leibniz-Newton’s formula, new delay-dependent sufficient conditions for the ex-

ponential stabilization via memoryless control are established in terms of LMIs.
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The approach allows us to compute simultaneously the two bounds that charac-

terize the exponential stability of the solution. Numerical examples are given to
demonstrate that the derived conditions are much less conservative than those

given in the literature.

2 Preliminaries

The following notation will be used in this paper. R
+ denotes the

set of all real non-negative numbers; R
n denotes the n−dimensional space

and the vector norm ‖ . ‖; Mn×r denotes the space of all matrices of
(n × r)−dimensions. AT denotes the transpose of matrix A; A is sym-

metric if A = AT ; I denotes the identity matrix; λ(A) denotes the set of
all eigenvalues of A; λmax(A) = max{Reλ; λ ∈ λ(A)}. xt := {x(t + s) :
s ∈ [−h, 0]}, ‖xt‖ = sups∈[−h,0]

√

‖x(t+ s)‖2 + ‖ẋ(t+ s)‖2; C1([0, t],Rn) de-

notes the set of all Rn−valued continuously differentiable functions on [0, t];
L2([0, t],R

m) denotes the set of all the R
m−valued square integrable functions

on [0, t]. Matrix A is called semi-positive definite (A ≥ 0) if 〈Ax, x〉 ≥ 0, for all
x ∈ R

n;A is positive definite (A > 0) if 〈Ax, x〉 > 0 for all x 6= 0;A > B means

A− B > 0. The symmetric term in a matrix is denoted by ∗.

Consider a linear control system with interval time-varying delays in state

and control of the form

ẋ(t) = Ax(t) +Dx(t− h(t)) + Bu(t) + B1u(t− d(t)),

x(t) = φ(t), t ∈ [−h, 0], h = {h2, d2},
(1)

where the time-varying delays functions h(t), d(t) satisfies

0 ≤ h1 ≤ h(t) ≤ h2,

0 ≤ d1 ≤ d(t) ≤ d2,

x(t) ∈ R
n is the state; u(t) ∈ R

m is the control, A,D,B,B1 are given matrices

of appropriate dimensions and φ(t) ∈ C1([−h2, 0],R
n) is the initial function

with the norm

‖φ‖ = sup
−h̄≤t≤0

√

‖φ(t)‖2 + ‖φ̇(t)‖2.

It is worth noting that the time delays are assumed to be a continuous
function belonging to a given interval, which means that the lower and up-

per bounds for the time-varying delay are available, but the delay function is
bounded but not restricted to being zero.
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Definition 2.1. Given α > 0. The system (1), where u(t) = 0, is α−exponential

stable if there exist a positive number β > 0 such that every solution x(t, φ)
satisfies the following condition:

‖ x(t, φ) ‖≤ βe−αt ‖ φ ‖, ∀t ≥ 0.

Definition 2.2. Given α > 0. The system (1) is α−exponential stabilizable if
there exists a feedback control u(t) = Kx(t), K ∈ R

m×n such that the closed-

loop system

ẋ(t) = [A+ BK]x(t) +Dx(t− h(t)) + B1Kx(t− d(t))

x(t) = φ(t), t ∈ [−h, 0].
(2)

is α−exponential stable.

We introduce the following technical well-known propositions, which will
be used in the proof of our results.

Proposition 2.1. (Gu, [4]) For any symmetric positive definite matrix M > 0,

scalar γ > 0 and vector function ω : [0, γ] → R
n such that the integrations

concerned are well defined, the following inequality holds

(
∫ γ

0

ω(s) ds

)T

M

(
∫ γ

0

ω(s) ds

)

≤ γ

(
∫ γ

0

ωT (s)Mω(s) ds

)

Proposition 2.2. ( Matrix Cauchy inequality) For any symmetric possitive def-

inite matrix M ∈ R
n×n and x, y ∈ R

n, we have

±2xTy ≤ xTMx + yTM−1y.

Proposition 2.3. (Schur complement lemma) Given constant symmetric matri-
ces X, Y, Z with appropriate dimensions satisfying X = XT , Y = Y T > 0. Then

X + ZTY −1Z < 0 if and only if
(

X ZT

Z −Y

)

< 0 or

(

−Y Z

ZT X

)

< 0.
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3 Main result

Let us denoted

X = T−1, P = XPX,Q = XQX,R = XRX, S = XSX,Z = XZX,

G = XGX,U = XUX,

λ = λmin(P ),

Λ = λmax(P ) + h1λmax(Q) +
1

2
h3
2λmax(R) +

1

2
(h2 + h1)(h2 − h1)

2λmax(S),

+ d1λmax(Z) +
1

2
d32λmax(U) +

1

2
(d2 + d1)(d2 − d1)

2λmax(G),

Ξ11 = Q + Z + 2αP − e−2αh2R− e−2αd2U +AT + TAT +BY + Y TBT ,

Ξ12 = DT + TAT + Y TBT + e−2αh2R,

Ξ13 = TAT + Y TBT ,

Ξ14 = B1Y + TAT + Y TBT + e−2αd2U,

Ξ15 = TAT + Y TBT ,

Ξ16 = TAT + Y TBT + P − T,

Ξ22 = DT + TDT − e−2αh2R − e−2αh2S,

Ξ23 = e−2αh2S + TDT ,Ξ24 = B1Y + TDT ,Ξ26 = −T + TDT ,

Ξ33 = −e−2αh1Q− e−2αh2S,

Ξ44 = −e−2αd2U − e−2αd2G+ B1Y + Y TBT
1 ,

Ξ45 = Y TBT
1 + e−2αd2G,Ξ46 = Y TBT

1 − T,

Ξ55 = −e−2αd1Z − e−2αd2G,

Ξ66 = h2
2R + d22U + (h2 − h1)

2S + (d2 − d1)
2G− 2T,

Theorem 3.1. Given α > 0. The system (1) is α−exponential stabilization if

there exists symmetric positive definite matrices T, P,Q,R, S, Z, U,G and ma-

trice Y , such that the following LMI holds:

Ξ =





















Ξ11 Ξ12 Ξ13 Ξ14 Ξ15 Ξ16

∗ Ξ22 Ξ23 Ξ24 TDT Ξ26

∗ ∗ Ξ33 B1Y 0 −T

∗ ∗ ∗ Ξ44 Ξ45 Ξ46

∗ ∗ ∗ ∗ Ξ55 −T

∗ ∗ ∗ ∗ ∗ Ξ66





















< 0. (3)
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The memoryless feedback control is given by

u(t) = Y T−1x(t), t ∈ R
+

and the solution x(t, φ) satisfies

‖x(t, φ)‖ ≤

√

Λ

λ
e−αt‖φ‖, t ∈ R

+.

Proof. We consider the following Lyapunov-Krasovskii functional

V (t, xt) =
7
∑

i=1

Vi(t, xt),

where

V1 = xT (t)Px(t), V2 =

∫ t

t−h1

e2α(s−t)xT (s)Qx(s) ds,

V3 = h2

∫ 0

−h2

∫ t

t+s

e2α(τ−t)ẋT (τ)Rẋ(τ) dτ ds,

V4 = (h2 − h1)

∫ −h1

−h2

∫ t

t+s

e2α(τ−t)ẋT (τ)Sẋ(τ) dτ ds,

V5 =

∫ t

t−d1

e2α(s−t)xT (s)Zx(s) ds,

V6 = d2

∫ 0

−d2

∫ t

t+s

e2α(τ−t)ẋT (τ)Uẋ(τ) dτ ds,

V7 = (d2 − d1)

∫ −d1

−d2

∫ t

t+s

e2α(τ−t)ẋT (τ)Gẋ(τ) dτ ds.

It is easy to check that

λ ‖ x(t) ‖2≤ V (t, xt) ≤ Λ ‖ xt ‖
2, t ∈ R

+. (4)
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Taking the derivative of Vi, i = 1, . . . , 7 along the solution of system (2) we have

V̇1 = 2xT (t)Pẋ(t),

V̇2 = −2αV2 + xT (t)Qx(t)− e−2αh1xT (t− h1)Qx(t− h1),

V̇3 = −2αV3 + h2
2ẋ

T (t)Rẋ(t)− h2e
−2αh2

∫ t

t−h2

ẋT (s)Rẋ(s) ds,

V̇4 = −2αV4 + (h2 − h1)
2ẋT (t)Sẋ(t)− (h2 − h1)e

−2αh2

∫ t−h1

t−h2

ẋT (s)Sẋ(s) ds,

V̇5 = −2αV5 + xT (t)Zx(t)− e−2αd1xT (t− d1)Zx(t− d1),

V̇6 = −2αV6 + d22ẋ
T (t)Uẋ(t)− d2e

−2αd2

∫ t

t−d2

ẋT (s)Uẋ(s) ds,

V̇7 = −2αV7 + (d2 − d1)
2ẋT (t)Gẋ(t)− (d2 − d1)e

−2αd2

∫ t−d1

t−d2

ẋT (s)Gẋ(s) ds.

(5)

Applying Proposition 2.1 and the Leibniz - Newton formula, we have

−h2

∫ t

t−h2

ẋT (s)Rẋ(s) ds ≤ −h(t)

∫ t

t−h(t)

ẋT (s)Rẋ(s) ds

≤ −

[
∫ t

t−h(t)

ẋ(s) ds

]T

R

[
∫ t

t−h(t)

ẋ(s) ds

]

= −[x(t)− x(t− h(t))]TR[x(t)− x(t− h(t))]

= −xT (t)Rx(t) + 2xT (t)Rx(t− h(t))

− xT (t− h(t))Rx(t− h(t))

(6)

−d2

∫ t

t−d2

ẋT (s)Uẋ(s) ds ≤ −d(t)

∫ t

t−d(t)

ẋT (s)Uẋ(s) ds

≤ −

[
∫ t

t−d(t)

ẋ(s) ds

]T

U

[
∫ t

t−d(t)

ẋ(s) ds

]

= −[x(t)− x(t− d(t))]TU [x(t)− x(t− d(t))]

= −xT (t)Ux(t) + 2xT (t)Ux(t− d(t))

− xT (t− d(t))Ux(t− d(t))

(7)
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− (h2 − h1)

∫ t−h1

t−h2

ẋT (s)Sẋ(s) ds ≤ −(h(t)− h1)

∫ t−h1

t−h(t)

ẋT (s)Sẋ(s) ds

≤ −

[
∫ t−h1

t−h(t)

ẋ(s) ds

]T

S

[
∫ t−h1

t−h(t)

ẋ(s) ds

]

= −[x(t− h1)− x(t− h(t))]TS[x(t− h1)− x(t− h(t))]

= −xT (t− h1)Sx(t− h1) + 2xT (t− h1)Sx(t− h(t))

− xT (t− h(t))Sx(t− h(t)),

(8)

− (d2 − d1)

∫ t−d1

t−d2

ẋT (s)Gẋ(s) ds ≤ −(d(t)− d1)

∫ t−d1

t−d(t)

ẋT (s)Gẋ(s) ds

≤ −

[
∫ t−d1

t−d(t)

ẋ(s) ds

]T

G

[
∫ t−d1

t−d(t)

ẋ(s) ds

]

= −[x(t− d1)− x(t− d(t))]TG[x(t− d1)− x(t− d(t))]

= −xT (t− d1)Gx(t− d1) + 2xT (t− d1)Gx(t− d(t))

− xT (t− d(t))Gx(t− d(t)).

(9)

Therefor

V̇ (t, xt) + 2αV (t, xt)

≤ xT (t)[Q+ Z + 2αP − e−2αh2R− e−2αd2U ]x(t)

+ ẋT (t)[h2
2R + d22U + (h2 − h1)

2S + (d2 − d1)
2G ]ẋ(t)

+ xT (t− h1)[−e−2αh1Q− e−2αh2S ]x(t− h1)

+ xT (t− h(t))[−e−2αh2R− e−2αh2S ]x(t− h(t))

+ xT (t− d1)[−e−2αd1Z − e−2αd2G ]x(t− d1)

+ xT (t− d(t))[−e−2αd2U − e−2αd2G ]x(t− d(t))

+ 2xT (t)Pẋ(t) + 2e−2αh2xT (t)Rx(t− h(t)) + 2e−2αh2xT (t− h1)Sx(t− h(t))

+ 2e−2αd2xT (t)Ux(t− d(t)) + 2e−2αd2xT (t− d1)Gx(t− d(t)).

(10)

By using the following identity relation

−ẋ(t) + [A+BK]x(t) +Dx(t− h(t)) +B1Kx(t− d(t)) = 0,
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we obtain

2

[

xT (t)X + xT (t− h(t))X + xT (t− h1)X + xT (t− d(t))X + xT (t− d1)X+

ẋT (t)X

]

×

[

− ẋ(t) + [A+BK]x(t) +Dx(t− h(t)) +B1Kx(t− d(t))

]

= 0.

(11)

Adding the zero item of (11) into (10), we have

V̇ (t, xt) + 2αV (t, xt) ≤ ξT (t)Ωξ(t), (12)

where

Ω =





















Ω11 Ω12 Ω13 Ω14 Ω15 Ω16

∗ Ω22 Ω23 Ω24 Ω25 Ω26

∗ ∗ Ω33 Ω34 Ω35 Ω36

∗ ∗ ∗ Ω44 Ω45 Ω46

∗ ∗ ∗ ∗ Ω55 Ω56

∗ ∗ ∗ ∗ ∗ Ω66





















,

Ω11 = XA+ ATX +XBK +KTBTX +Q + Z + 2αP − e−2αh2R− e−2αd2U,

Ω12 = XD +ATX +KTBTX + e−2αh2R,

Ω13 = ATX +KTBTX,

Ω14 = XB1K + ATX +KTBTX + e−2αd2U,

Ω15 = ATX +KTBTX,

Ω16 = −X + ATX +KTBTX + P,

Ω22 = XD +DTX − e−2αh2R− e−2αh2S,

Ω23 = e−2αh2S +DTX,

Ω24 = XB1K +DTX,Ω25 = DTX,Ω26 = −X +DTX,

Ω33 = −e−2αh1Q− e−2αh2S, Ω34 = XB1K,Ω35 = 0,Ω36 = −X,

Ω44 = −e−2αd2U − e−2αd2G+XB1K +KTBT
1 X,

Ω45 = KTBT
1 X + e−2αd2G,Ω46 = −X +KTBT

1 X,

Ω55 = −e−2αd1Z − e−2αd2G,Ω56 = −X,

Ω66 = h2
2R + d22U + (h2 − h1)

2S + (d2 − d1)
2G− 2X,

ξT (t) =
[

xT (t) xT (t− h(t)) xT (t− h1) xT (t− d(t)) xT (t− d1) ẋT (t)
]

.
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Pre- and post-multiplying both sides of Ω with

Θ = diag{T, T, T, T, T, T},

and using the memoryless feedback control

u(t) = Kx(t), K = Y T−1,

we have
Ξ = ΘΩΘ.

Note that Ω < 0 if and only if Ξ < 0. Therefor, from condition (3), we obtain

V̇ (t, xt) + 2αV (t, xt) ≤ 0. (13)

Integrating both sides of (13) from 0 to t, we obtain

V (t, xt) ≤ V (0, x0)e
−2αt, ∀t ∈ R

+.

Furthermore, taking condition (4) into account, we have

λ ‖ x(t, φ) ‖2≤ V (t, xt) ≤ V (0, x0)e
−2αt ≤ Λe−2αt ‖ φ ‖2,

then the solution x(t, φ) of the system satisfy

‖ x(t, φ) ‖≤

√

Λ

λ
e−αt ‖ φ ‖, ∀t ≥ 0,

which implies the closed-loop system is α−exponential stable. This completes
the proof of the theorem.

Remark 3.1. Based on the constructing of improved Lyapunov-Krasovskii
functionals combined with Leibniz-Newton’s formula and the technique of deal-

ing with some integral terms, new delay-dependent sufficient conditions for the
exponential stabilization via memoryless control are established in terms of
LMIs without introducing any free-weighting matrices. In addition, the time

varying functions considered in this paper is not necessary differentiable and
interval time-varying delays in state and control. So, the proposed stabiliza-

tion criterion is independent of the derivative of time delay which can reduce
the conservatism. Moreover, our results extend the results of T. Botmart, P.

Niamsup and V. N. Phat [2].

Finally, as an application for Theorem 3.1, we give a sufficient condition

for exponential stability of the class system without delayed control input was
studied in [2].
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Consider the control linear system with interval time-varying delays in state

ẋ(t) = Ax(t) +Dx(t− h(t)) +Bu(t),

x(t) = φ(t), t ∈ [−h2, 0].
(14)

Where the delay function h(t) satisfies

0 ≤ h1 ≤ h(t) ≤ h2.

Let us denote

X = T−1, P = XPX,Q = XQX,R = XRX, S = XSX,

λ1 = λmin(P ),

λ2 = λmax(P ) + h1λmax(Q) +
1

2
h3
2λmax(R) +

1

2
(h2 + h1)(h2 − h1)

2λmax(S),

Γ11 = AT + TAT + BY + Y TBT +Q + 2αP − e−2αh2R,

Γ12 = DT + TAT + Y TBT + e−2αh2R,

Γ14 = TAT + Y TBT + P − T,

Γ22 = DT + TDT − e−2αh2R − e−2αh2S,

Γ23 = e−2αh2S + TDT ,

Γ33 = −e−2αh1Q− e−2αh2S,

Γ44 = h2
2R + (h2 − h1)

2S − 2T.

Corollary 3.1. Given α > 0. The system (14) is α−exponential stabilization

if there exists symmetric positive definite matrices T, P,Q,R, S and matrice Y ,

such that the following LMI holds:












Γ11 Γ12 TAT + Y TBT Γ14

∗ Γ22 Γ23 −T + TDT

∗ ∗ Γ33 −T

∗ ∗ ∗ Γ44













< 0 (15)

The memoryless feedback control is given by

u(t) = Y T−1x(t), t ∈ R
+

and the solution x(t, φ) satisfies

‖x(t, φ)‖ ≤

√

λ2

λ1
e−αt‖φ‖, t ∈ R

+.
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Proof. We consider the following Lyapunov-Krasovskii functional

V (t, xt) =
4
∑

i=1

Vi(t, xt),

for the system (14) where

V1 = xT (t)Px(t), V2 =

∫ t

t−h1

e2α(s−t)xT (s)Qx(s) ds,

V3 = h2

∫ 0

−h2

∫ t

t+s

e2α(τ−t)ẋT (τ)Rẋ(τ) dτ ds,

V4 = (h2 − h1)

∫ −h1

−h2

∫ t

t+s

e2α(τ−t)ẋT (τ)Sẋ(τ) dτ ds,

By the same technique as in theorem 3.1, it is easy to prove this result.

4 Numerical examples

In this section, we provide numerical examples to show the effectiveness of our
result.

Example 4.1. Consider the linear system with interval nondifferentiable time-
varying delays in state and control (1), where

{

h(t) = 0.1 + 0.1 cos2 t if t ∈ I = ∪k≥0[2kπ, (2k + 1)π]

h(t) = 0 if t ∈ R+ \ I,

{

d(t) = β(t), if t ∈ [0, 1]

d(t) = β(t− k), if t ∈ [k, k + 1], k = 1, 2, ...,
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where

β(t) =



















































































t+ 0.2, t ∈ [0, 0.1]

−t+ 0.4, t ∈ (0.1, 0.2]

t, t ∈ (0.2, 0.3]

−t+ 0.1, t ∈ (0.3, 0.4]

t− 0.2, t ∈ (0.4, 0.5],

−t+ 0.8, t ∈ (0.5, 0.6],

t− 0.4, t ∈ (0.6, 0.7],

−t+ 0.5, t ∈ (0.7, 0.8],

t− 0.6, t ∈ (0.8, 0.9],

−t+ 0.7, t ∈ (0.9, 1]

,

A =

[

0.2 0

0 −1

]

, D =

[

−0.5 0

0.3 0.2

]

, B =

[

0

1

]

, B1 =

[

0.2

0

]

.

It is worth noting that, the delay functions h(t), d(t) are non-differentiable.
Therefore, the mothods is used in [8, 19, 20, 21] are not applicable to this

system. We have
0.1 ≤ h(t) ≤ 0.2, 0.2 ≤ d(t) ≤ 0.3.

Given α = 0.1. By using LMI toolbox of Matlab, we can verify that, the LMI
(3) is satisfied with h1 = 0.1, h2 = 0.2, d1 = 0.2, d2 = 0.3 and

T =

[

1.4836 −0.0810

−0.0810 1.1414

]

, P =

[

3.8637 −0.3304

−0.3304 3.5628

]

, Q = Z =

[

1.0616 0.1174

0.1174 4.3953

]

,

R = S = U = G =

[

635.2305 0

0 635.2305

]

, Y =
[

−0.4186 −1.8474
]

,

with a memoryless feedback controller

u(t) =
[

−0.3720 −1.6449
]

x(t).

Thus, the system is 0.1−exponential stabilization and the value
√

Λ
λ
= 2.8890,

so the solution of the closed-loop system satisfies

‖x(t, φ)‖ ≤ 2.8890e−0.1t‖φ‖, ∀t ≥ 0.
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Example 4.2. Consider the linear system with interval nondifferentiable time-

varying delay in state (14), where
{

h(t) = 0.1 + 0.25 sin2 t if t ∈ I = ∪k≥0[2kπ, (2k + 1)π]

h(t) = 0 if t ∈ R+ \ I,

A =

[

−0.2 0.1

0 1

]

, D =

[

−0.2 −0.1

0 0.1

]

, B =

[

0

1

]

.

It is worth noting that, the delay functions h(t) is non-differentiable. Therefore,

the mothods is used in [ 3, 6, 12, 13] are not applicable to this system. We have

0.1 ≤ h(t) ≤ 0.35.

Given α = 0.5. By using LMI toolbox of Matlab, we can verify that, the LMI
(15) is satisfied with h1 = 0.1, h2 = 0.35 and

T =

[

0.7764 −0.0784

−0.0784 1.3692

]

, P =

[

1.5968 −0.2093

−0.2093 2.6627

]

, Q =

[

0.1767 −0.0962

−0.0962 1.9114

]

,

R = S =

[

82.3741 0

0 82.3741

]

, Y =
[

0.2160 −4.0323
]

,

with a memoryless feedback controller

u(t) =
[

−0.0195 −2.9460
]

x(t).

Thus, the system is 0.5−exponential stabilization and the value
√

λ2

λ1

= 2.3398,

so the solution of the closed-loop system satisfies

‖x(t, φ)‖ ≤ 2.3398e−0.5t‖φ‖, ∀t ≥ 0.

Given α = 0.5. When h1 = 0.1, the maximum allowable bounds for h2 obtained

from Corrollary 3.1 of the system is 0.405 and from [2] is 0.3. Therefor, the
maximum allowable bounds for h2 obtained from Corrollary 3.1 are much better
than that obtained in [2]. Moreover, the method is used in [1, 3, 6, 12, 13] are

not applicable to this system.
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5 Conclusions

In this paper, we have investigated the exponential stabilization via memory-

less control for a class of linear systems with interval time-varying delays in
state and control. The interval time-varying delay function is not necessary

to be differentiable which allows time-delay function to be a fast time-varying
function. A new class of Lyapunov-Krasovskii functional is constructed to prove

delay-dependent sufficient conditions for the exponential stabilization via mem-
oryless control in terms of LMIs. Numerical examples are given to illustrate
the effectiveness of the theoretical results.
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