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Abstract
In this paper we are concerned with the oscillatory behavior of solutions of two general classes of

second order nonlinear neutral differential equations. The obtained results improve and extend some

known criteria in the literature. Two illustrative examples are given to justify our results.

1. Introduction

The aim of this paper is to study the oscillatory behavior of solutions of the nonlinear differential

equations of the type: [r®)w (x(O)(x(®) + pO)X(a®)T + iq (OF, (X0, (@, ©) =0, t=t,,

j=12,..,n. (1.1)
and
(r@ z’(t)|“_1z’(t))'+i fit,x(o;(1))=0, t=t, (1.2)

where z(t) = x(t) + zn: p, (t)X(z; (t)) and o > 0.

i=1

Here r(t),ceC*(1,(0,%)), p(t),q; (t)eC*(1,R) and f, eC(R%R) .


http://www.math.spbu.ru/user/diffjournal
mailto:jodiff@mail.ru

Differential Equations and Control Processes, /23, 2011

Throughout the paper we assume that

(H,) Iwr‘l(s) ds=oo fortel,l=[t,,o0).

(H,) o<p@)<1,and qg;(t)>0 for j=12,.,n

(H,) Vt>t,, o'(t)>0, o(t)<t, and !imO'(t):oo.

(H,) 7;®) eC(1,R), 7; () <t, !i_r)grj(t):oo for t>t,, and j=12,..,n.

(Hy) w(u)eC'(R,R), w(u) >0, and for any t>t, there exist two positive constants C and C,
such that C <w(u(t))<C,.

fi(x, i
(H¢) MZM >0 for y#0 ,and xf,(x,y)>0 for xy>0and j=12,.,n.

Following Philos [13], we shall define a class of functions X. So we first define

D={(t,s):t, <s<t<oo}and D, ={(t,s):t, <s<t<oo}.

We say that a continuous function H : D —[0,%0) belongs to the class X denoted by H € X if
(i) H(t,t)=0, H(t,s) >0 for (t,s) e D,.

(i) H (t, s) has a continuous partial derivative with respect to s defined by

aHa(ts' ) =—h(t,s)y/H(t,s) forsome heC(D,,R).

By a solution of Eq.(1.1), or Eqg.(1.2), we mean a continuously differentiable function x(t) which
has the property r(t)y (x(t))[x(t) + p(t)x(c(t))] € C*([T,»),R), T >t,, and satisfies Eq.(1.1),0r
eq.(1.2), forall t>T.

We restrict our attention to those solutions x(t) which exist on some half-line [T,), T >t, and

satisfy the condition sup{{x(t)|:t >T}>0. A solution x(t) is called oscillatory if it has arbitrarily

t>T
large zeros, otherwise, it is called nonoscillatory. Eq.(1.1),0r eq.(1.2) is called oscillatory if all of its
solutions are oscillatory.

Recently a notable interest in obtaining sufficient conditions for oscillation of different forms of
neutral differential equations increased due to the importance of this class in many applications in
science and technology. Many contributions appeared in the literature to discuss the oscillation of
second order equations which are special cases of Eq.(1.1) and Eq. (1.2) (see [1],[2].[3].[5].[7].and
[10]),and references therein.

For some related works, Travis [14] and Waltman [15] discussed the oscillstion problem of neutral

delay differential equation of the type
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(x(®) + pt)x(t—72))" +at)x(t-—o) =0 (1.3)

Many other contributions were recently offered about the oscillatory behavior of such problems of

second order differential equations (see [1]-[15] ). In [4], Grammatikopoulos and Ladas extended
the results of [14,15]. They proved that, if

[“a(s)a—p(s—7)) ds=oo, then (1.3)is oscillatory.

Recently, Rogovchenko and Tuncay [9], studied the oscillatory behavior of solutions of second
order nonlinear differential equation with a damping term of the form

(r)x'(t))" + pt)x'(t) +a(t) f (x(t)) = 0.

Very recently, Hassanbulli and Rogovchenko [7] studied the oscillation of nonlinear neutral

differential equations of the type

[r®)x() + pt)x(t —2))'T +a(t) f (x(t), x(c(t))) =0 (14)
Dzurina et al.[2] and Sun et al.[10] discussed the oscillation criteria for the differential equation:
(r® X O X ®) + a®x(e @) x(e(t) =0 (1.5)

Lui etal. [8] and Xu et al. [11,12] extended the results of ( [2] and [10]) to Eq.(1.5).

In this paper, we give some new sufficient conditions for Eq. (1.1) and Eqg. (1.2) to be oscillatory
.We illustrate our results by two examples. The key idea in the proofs makes use of the idea used in
[7] and [1].

2. Oscillation criteria for Eq. (1.1)

Suppose that there exists a function g € C*(l,(0,)), where | =[t,,), such that

M]goo

0 <inf[liminf (2.1)
52t t—o0 H (t, tO)
and
r(z.(s))g(s
imsup— = [ FEOIO) o s <o 2.2)
t—ow H(t,to) f T. (S)
J
Theorem 2.1. Let the conditions (H,)-(H,) hold . Suppose that there exists a function
g € C'(1,(0,%0)), such that for some m>1and H e X
mC.v. (s)r(r, (s
limsup jt H (t,s)e(s) ——— i ,) ) h2(t,s) ds=o0, j =1,...,n. (2.3)
t—oo H(t,to) t 4Tj (S)
where

7, O (g’ )
Cr(z; (1)

p(t) =V, (t)[iﬂjqj (O p(z;O) + —[r®g®11,
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and

SAOLOLIONN
Cr(s, ()

then Eq. (1.1) is oscillatory.

v;(t) =ep[-2] 1,

Proof. Suppose the contrary that x(t) be a nonoscillatory solution of Eq. (1.1). Then there exists
t, >t, suchthat x(t) =0 Vt>t,. Assumethat X(t) >0, and X(o(t)) >0 forall t>t >t,.

Define z(t) = x(t) + p(t)x(o(t)) Vt>t,. Itisclearthat z(t)>x(t)>0. Now since

[r®w (x)z2'1)] = —iq O F; (x(@®, x(z; (1) <0,

then r(t)yw(x(t))z'(t) is nonincreasing. Going through as in Theorem 2 of [6] we see that
Z'(t)>0 Vtxt,.

But since from (H) we note that

[ (OO + Y1,0, OX(r, (1) <O (24)
Hence since x(t) =z (t) — p(t)x(c(t))= z (t) — p(t)z(o(t)) = [1— p(t)]z(t), then there exists t, > t,
such that x(z; (t)) > [1- p(z; ()]z(z; (1)) Vt=>t,. (2.5)
Therefore
[r®y (x(t)z' O] < —iﬂ i9; O - p(z; )] z(z; (1) (2.6)
pefine w(t)=v, Or D20 g4 for j-12..n. 2.7)
2(z;(1))

Then using (2.6), (H;)and (H), we obtain

: v,
W(t) <= 450, (O~ p(z; NIV, (1) + ——[w(t) - r(t)v; (D g(t)]

j=1 Vi (t) (2 8)

- r(t)vj(t)W(X(t,))Z'(Tj(t))TJ (t)( z ) )+ r(t)g(t)vj,(t)+vj ®r®)g®)

z'(t) z(z; (1))

Since r(t)y (x(t))z'(t) is nonincreasing and 7, (t) <t, then
(e ) > VOO O 29)

r(z; )y (x(z; (1))
Thus substituting from (2.8) in (2.9) we get
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7, Or’ g’
Cr(z; (1)

-[r@®a®]]

W'(t) < -v; (t)[iﬂ,-qj OQA- p(z; (1) +

7/ (1)

_cman@m»W“)

ie.
7, (1)
Cy, (O r(z, (1)

Multiplying (2.10) by H(t,s)and integrating with respect to s from t, to t, we get for all m>1

wA(t) (2.10)

W (t) <—o(t) -

! 2
j:w'(s)H(t,s)ds S—Itt¢(s)H(t,s)ds—_[t GEWTE) ey ds

uCy ()1 (7, (5))
ie.

7 (sW26)
Cy,(5)r(z; ()

j: $)H (t,5) ds <w (t,)H (t,tz)—jtt [ht,s)JH T.s)w (s)+ H (t,5)]ds

Thus

(M-, (HEs) mC,v,(s) r(r, (s))
w*(s) ds+I :
tmC,v;(s) r(z;(s)) t 4z, (s)

_It\/ H(t.s)z; () w(s) + mclvj(s)’ ) h(t,s) | ds
b\ mCov,(s) r(z;(s)) 4z, (s)

~ mCyv;(s)r(z;(s))

4z, (s)

h*(t,s) ds

j: H(s)H(t.s) ds < [

(2.11)

Therefore

j; [p(S)H (¢, 5) h(t,s)]ds < |w(t,)|H ¢, t,)

[ToeHs) - MG b2 ¢ 1as < it H L)
K 4z, (s)

<H ()WL) + [ lo(s)] ds]

Hence
. 1 t mC,v;(s)r(z;(s)) ,
Ilrtn_)swupH(t,tO) jtz[w(S)H(t,S) - 4Tj,(s) h2(t,s)]ds

t
<[w(t,)|+ [ Jo(s)] ds < oo.

(2.12)
This contradicts (2.3). Hence Eq. (1.1) is oscillatory.
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Remark 2.1. Theorem 2.1 extends Theorem 2 of [7].
Theorem 2.2. Let (2.1) holds . Assume that there exist functions H € X, g € C*(1,R) and

® e C(I,R) such that for all T >t, .If for some m>1,we have

a.||d

lim sup.[t M ds =
o 20V (S)r(z;(8))

where @ (t) = max(®(t),0), then Eq.(1.1) is oscillatory.

(2.14)

Proof. Suppose the contrary that x(t) is a nonoscillatory solution of Eq. (1.1) such that x(t) >0,
and x(z; (t)) > 0. Then proceeding as in the proof of Theorem 2.1 until we arrive Eq. (2.11), then on
the light of (2.13) it follows that which implies with Eq. (2.13) that

®(t,) <limsup 1 mclvj(s?r(fj(s))
t—>o H(t,tz) 42’]. (S)

J [eH.s) - h?(t,s)]ds

1 o (M=DHE)7, (5)

W)=t o) s mey @, 6o " O
Then
1 (M-DHES) (9)
®(t2)+llr1|£1f el mey, @i, @) w?(s)]ds < w(t,)
Consequently,
O(t,) <w(t,) (2.15)
and
1 HEYT, ) mc,
nrtnlg]f TN Lz[ O ) W (s)]ds <= [w(t;) - O(t,)] < o (2.16)
Now, assume that Iw[ 7, ()W (s) Jds=o for j=12,...,n. (2.17)

LV ()17, (9))

Then from (2.17) it follows that for any positive constant S, there exists t, >t, such that

J't M]dszé for j=12,...,n. (2.18)
v, (s)r(z;(s)) a

Thus by the integration by parts we obtain
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G eWiE) 1 s o (w ()
H(tt ) tz[ ¢ )vj(s)r(rj (s))]dS_H(t,t )I H(ts)d [Itzv Sz (1)) al]
s T (w? (l) oH (t,s)
“H tz)jtz . ey T e
s T (w? My dHEs)
H(tt )L3 Itzv Sz (1)) dl- o5 Jds
>£ 1 t[_éH(t s)]
Ca H(tt,)
_AHREL)  AHEY) (2.19)
a Ht.t,) o H(tt,)
Since from Eq. (2.1), it is clear that there exists some « >0 such that
liminf H(t'ts) > a>0
Then (2.19) becomes
t 7, (S)WA(S)
[H(t,s) —————]ds>
H(t,t,) '[tz Vi (s) r(Tj (s) p (2.20)
But since £ is an arbitrary positive constant, then
fiminf —=—[' HE97 ) e g1ds = oo
o H(t,1,) 7% v (s)r(z;(s))
This contradicts (2.16).
Now since from (2.17) we have
I“’ TJ’(S)WZ(S) ds =0
Lo v;(s)r(z;(s))
While from (2.15) we get
' 2 ' 2
[rOPE) g pn OO o
Vv (s)r(z;(s)) Vv (s)r(z;(s))
THis contradicts (2.14). So Eqg. (1.1) is oscillatory.
Remark 2.1. Theorem 2.2 extends Theorem 5 in [7].
Example 2.1. Consider the neutral differential equation
2
[(2—sinx)(x(t) +e™ x(a(t))] + qu ) f; (x(®),x(z;)) =0, t=0. (2.21)
j=L
Here r(t) =1, p(t)=e™, git) =1 7, (t)=t/2, 7,(t)=t/4, q,(t)=€"?, q,(t)=e""
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Choosing p1= =1, then it is clear that

(7, (5)r(s)g(s) ot w2
C=1 C,=3 v,(t) =exp[- LW sl=e™, v,(t)=¢
oS . NOLOFRON ,
q)l(t)—vl(t)[;ujqj(t)(l p(z; () + Cr ) [r®g®I]
-t/2 -3t/4 11 —t
=e " +e -—e
6
(pz(t)=l—§e_“2+e_”4
Let H(t,s) = (t—s)?, then h(t,s)=2. Thus, from (2.3)
mCVv, (s)r(z(s)) ..
H(tt) NGICBEIOR ) h’(t,s)] ds
:—[—t —@t 16e7t/2 14 7t %e73t/4+%]
54 6 27 54
and
MC,V,(s)r(z,(s)) .2
H(t,5)p, , h?(t,s)] d
H(tt)j[ R (t,)] ds
=—[— e 200, 800 ggrete paertit 4 399y
6 6 12 12
Hence
: Clvj(s)r(fj(s)) 2 .
limsup [H(t,s)o;(s) - . he(t,s)]ds=o, j=12.
oo H(t o)j 4z, (s)

Therefore, Eq. (2.12) is oscillatory by Theorem 2.1.
3. Oscillation criteria of Eq. (1.2) in the case 0< p, (t) <1.

In this section we are concerned with oscillatory behavior of solutions of Eq. (1.2) Assume that
(1) p, () eC([ty,©),R),and —u<p,(t)<1, for xe(01) and i=12,...,n.

() o;(t) eC([ty,»),R), o;()<t, o(t) >0, !Lrpoaj (t)=o0 for j=12,..,m

(I3) f; (t,x) € C([ty,0) xR, R), such that

We assume further that there exist g (t) € C([ty, ), (0,0)) such that

Q(t):.[twiqj(s)[i—i pi(o;(sN]“ds , and  R() = Zm:rli(a (2))

Theorem 3.1. Suppose that Eq. (1.2) is nonoscillatory, then there exists a positive function u(t)

on [t;,o0) such that
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a+l

QW) < o, ["R(s)u « (s) ds <ox,
U 2QE)+ [ RS U (5)ds o

and limsup u(t)[rj ©

t—o t

re(s) dsT <1 (3.2)

Proof. Let x(t)> 0 be a nonoscillatory solution of Eq. (1.2), x(z, (t))>0 and X(o;(t))>0 for
t>t, >t,. Then z(t)> 0.

Since from Eqg. (1.1) we have

(rOZO " Z0) ==X £, tx(e, ) <-4, 0)x* (0, 1) <0. (33)
Thus r(t) z’(t)|“_1z’(t) is nonincreasing function. We have two cases for z'(t)

(i) Z’(t)<0  or (ii)) zZ'(t)>0

(i) Suppose that z'(t) <0, then there exists t, >t, >t, such that z'(t,) < 0. But since
r(t)|z’(t)|“7lz’(t) is nonincreasing, then

)z’ @) z'(t) < r ()|’ @,)| T 2'E,)  for t>t,
Thus

Z(t) < Z(tz) - rl/a (tz)

2'(t,)| j: r Y (s)ds

Hence, !m z(t) = —oo which contradicts the fact that z(t) > 0.

(i) If that z'(t)>0 for t>t, >t, >t,, thensince o (t) <t, it follows that
r' )" <r(o; )z (o; O

Thus

Z®) - r® e
Z'(t) Z[r(O'j(t))] (3.4)

Now since from (3.3), we have

[r(t)(Z’(t))“]’+iq iOx(o; () <0 (3.5
Then by (1,), we get
X(o; (1) 2 2(o; (t))[l—i pi (o (O)] (3.6)

Thus by (3.5) and (3.6), it follows that
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O @) T +X0,02° (0, (-3 (o, O <0

Thus

[r®@'®)T _ < n 3

WS—JZ}%G)H—; pi(o; (V)] (37)
Now define

u(t) = r(t)[ﬁ]“ for t>t,,

Then u(t) > 0. By differentiation using (3.4) and (3.7), we get

!

r)'®M)“o;

r(t) ]1/a
2" (o (1))

r(o; (1)

u’(t) S—iqj(t)[l—i pi(o; (O] —a Z'(o; O

i.e.

a+l

u'(t) + iqj (t)[l—i P (o (EN]“ +RE® U « (t) <0

Integrating the above inequality, it follows that

u(ts) ~u®) + [ >0, (=D Pyl (DI do+ [ R(s) u « (5) ds <0 @8)
But since Q(t) < oo, then

u(ty) Sut)—Q(t) > - as t—»>w

This contradicts the fact that u(t) > 0.

Similarly we can show that

a+l
ItwR(s) ue(s)ds<owo for t>t,.
Letting t, — oo in (3.8), we get (3.1).
Now to prove (3.2), we note that

11 [z(a,-(t»
ut) re) z'()

g e[ e e ) s
U0 T ')

]a

a

1 o; (1) 1o a
mz[jtz r e (s)ds]

Hence
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0]

u(t)[jt" r e (s)ds]” <1

This implies Eq. (3.2).

Remark 3.1. Theorem 3.1 extends Theorem 2.1 of Dong [1].

Let {yn (t)}‘::0 be a sequence of continuous functions on [T,0) defined as
Yo(t) =Q(t) for t>t,

and

Yo ® = [ ROy, ds +Q(t) for n=12,.. and t>t,. (3.9)
Lemma 3.1. If Eqg. (1.2) is nonoscillatory, then y, (t) < u(t) where u(t) be as defined in Theorem
3.1 and there exists a positive function y(t) on [T,) such that !m y, () =y(t) for t>T >t;. In
addition,

yo = R(S)[y(s)] “ ds +Q(t) for t>T (3.10)

Proof. The proof is similar to the proof of Lemma 2.4 in [1].

Corollary 3.1. Let y_(t) be defined as in Eq. (3.9). If there exists some y (t) such that

|imsupyn(t)[j:"“’ re(s)ds]* > 1 forn=012,.. and j=12,...m, (3.11)

t—ow

then Eq. (1.2) is oscillatory.
Proof. Suppose that Eq. (1.2) is nonoscillatory, then Eq. (3.2) holds by Theorem 3.1. Moreover by
Lemma 3.1 it follows that y, (t) <u(t). Thus from Eqg. (3.2) we get

i

!im supy, (t)[f r*'(s)ds]* <1 which contradicts Eq. (3.11). Hence Eq. (1.2) is oscillatory.

Putting n =1 in Corollary 3.1, we have the following corollary

Corollary 3.2. Assume that

limsupy, O™ ' (5)ds]”[[ REIQ™ (5) dsl+Q(1) >1,

t—o

then Eq. (1.2) is oscillatory.
Remark 3.2. Corollaries 3.1 and 3.2 extend and improve Corollaries 2.5 and 2.6 of [1].

Theorem 3.2. Let vy, (t) be defined as in Eq. (3.9). If there exists some vy, (t) such that we have

J; 20,01 pilo, O @], RE) ¥ (5)ds] de =0

(3.12)

or
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[ ROV OQMePI] R(S) ;' (s)ds] dt =0 (3.13)

then Eq. (1.2) is oscillatory.
Proof. Suppose that Eq. (1.2) is nonoscillatory, then from Eq. (3.10), we have

y'()=-ROY" (1) —iq j (t)[l—i pi(o; ()]° fort=T.

But since y, (t) < y(t), then

V(1) < -ROYY“ () y(t)—gqj(t)[l—g b (o, )"

i.e.

y() < e[ R(s) y'“ (5) ds](ycr) -[. [iq j (s)[l—i Py (0, (SN]” exp[=[ R(U) y2/* (u) du]] ds}
Then

o> yM)z | Zq ML=y, (NI @I Ry, (s,

which contradicts Eq. (3.12)

Now, define

a+l

v(t) = jt” R(s)y “ (s)ds for t>T .

Thus
V() =-R@A)Y,“ () =-R@E)ys @)y(t) =-ys OREOVE) +Q(t)]
Therefore

V(D) < e[ RE)y (9dsvD) - [ ROYE OQ()t]

Hence

©>v() 2 [ RO Y; OQWeDL], R(S)ys (5) ds] dt

This contradicts Eq. (3.13) and therefore Eq. (1.2) is oscillatory.
Remark 3.3. Theorem 3.2 extends Corollary 2.7 of [2].
Note that if n =0 in Theorem 3.2, we get the following result which improves corollary 2.8 of [1].

Corollary 3.3. Let y_(t) be defined in Eg. (3.9) and either

[ 30, O pu(o, O o0l REQ” (s)dsldt = =

or
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1

f:R(t)Q7 t)exp[ j: R(s)Q* (s)ds]dt =

Then Eq. (1.2) is oscillatory.
Example 3.1. Consider the D.E.

[

O] + i f.(tx(o,(1)=0, t=0. (3.14)

Here, r(t)=t, ql(t)—% (t)—% a0=7. =7 pl(t)=§, pz(t)=§

And we will let a =1.

It is clear that
QW) = [, >.a;(s) ds = ] "[0,(s) + 0, (s)] ds

o 1 2

and

2, aoj(t) o, (t) o, (t)
R(t) = =
O=2, o o) T e )]
1/2 1/3 13
= + =—1
/2" (t/3)" 36

So

1353 (13,

|:th R(5)Q“ (s) ds = | T

and

30,0~ 3 (e, 0"

- G OB-[P0) + P O+ 8, 0L 9,20+ P, O]
2 T R P

Thus

J. 20,08 pilo, O ol jjo RES)Q* (5) ds] o

00 3 | 13 3 t3 4 t4
—e dt= — L] dt=
jo 4t? I IO 4t? (12) 2! (12) 3 (12) 41 +e] OO
Hence, by Corollary 3.3 Eq. (2.14) is oscillatory.

4. Oscillation criteria of Eq. (1.2) for —u<p,(t)<0
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Define Q(t) = J.:OZq ; (s)ds. We give The following theorem which partially generalizes Theorem
j=1

3.1 of [1].
Theorem 4.1. Assume that every solution of Eq. (1.2) is neither oscillatory nor tends to zero, then

there exists a positive function u(t) on [T, o) such that

a+l

Q) < o, [ "R(s)u « (s) ds <,

u(t) =Q(t) + f R(s) u « (s) ds for t>t,, (4.1)

and limsup u(t)[rj ©

t—oo )

r'e(s) dsT <1 (4.2)

Proof. Let x(t) be a solution of Eq. (1.2) which is neither oscillatory nor tends to zero. Such that
X(t)>0, x(z;(t))>0 and x(o;(t))>0 for t>t, >t,. Then z(t)> 0.

Now from Eq. (1.2), we have

(r(t)

2O 2O) =~ 1, (X(0, (0) <28, (0, ) <0

Thus r(t) z’(t)|”’_1 z'(t) is nonincreasing function. Then z(t) and z'(t) are eventually of one signe.

Now we have one of the two possible cases
(i) z(t)>0 (i) z(t)<o0
(i) Assume that z(t) > 0, then the proof will be as the proof of Theorem 3.1 until we reach Eg. (3.5)

in the form
[r(t)(Z’(t))“]’+iq,- t)z%(o; (1) <0 (4.3)

This completes the proof as in Theorem 3.1.

(i) Assume that z(t) <0 eventually for t >t, >t, >t,, then we have two cases,
(@) x(t) is unbounded (b) x(t) is bounded
(@) Suppose that x(t) is unbounded, then

K(®) = 200~ Y. Py OX(E ) <=3 b OX( 0) < XX (1) @4)

Further, since X(t) is unbounded, then we can choose a sequence {Tn }::l satisfying limT_ = oo,

n—oo

from which lim x(T,) = o and max X(t) = x(T,)
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By choosing N so large such that z,(T,)>T, for T, >t,. Thus max Xx(t) = x(T) which

7; (T )St<Ty
contradicts Eq. (4.4).
(b) Suppose that x(t) is bounded, then it follows that x(t) >0 as t — .

Since limsupz(t) <0, then

limsup[x(©) + 3 p, (0 x(r, ()] <O

limsup x(t) + lim inf Zn: p; (t) x(z;(t)) <0

t—>o too o1

(@— ) limsupx(t) <0

t—ow

This shows that x(t) — 0 as t — oo, and so the proof is completed.
Let {yn (t)}f:O be a sequence of continuous functions on [T,0) defined as follows

Yo() =Q(t) for t>t,

and

Yo ® = [ RO, (O] ds +Q(t), for n=12.... and t>t,.
Corollary 4.1. Let y, (t) be defined as before. If there exists some y, (t) such that

Iimsupyn(t)['f:j(t) r*(s)ds]*> 1, forn=012,.. and j=12..m,

t—o0

then every solution of Eq. (1.2) is either oscillatory or tends to zero.

Proof. The proof is similar to the proof of Corollary 3.1.
Corollary 4.2. Assume that

limsup[”"" r'* (s)ds]*[[ "R(S)Q (s)ds +Q(©]>1 for n=012... and j=12,...m, then

t—o0

every solution of Eq. (1.2) is either oscillatory or tends to zero.

Remark 4.1. Corollaries 4.1 and 4.2 extend and improve Corollaries 3.4 and 3.5 of [2].

Corollary 4.3. Let vy, (t) be defined as before. If there exists some y, (t) such that either

I:iqj(t) eXP[L: R(s) y; “(s)ds] dt =oo
or
ItZOR(t) Yo “ (1) Q(t) exp [J.:7 R(s) y¥“(s)ds] dt = o0,

Proof.The proof is similar to that of corollary 3.3

Remark 4.2.Corollary 4.3 improves and extends corollary 3.6 of [1]
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