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1. Introduction 

The aim of this paper is to study the nonlocal fractional Cauchy problem of the form  

 
   ( )

   
  ( ) ( )   (   ( ) ∫  (     ( ))  

 

  
 ∫   (     ( ))  

 

  
) 

                                                                    ∫  (   ) (   ( )   
 

  
         [   ]                                  (1.1)                                  

                                                               (  )   ( )                                                                    (1.2)                         

in a Banach space  , where                 Let J denote the closure of the interval 

[    )           We assume that – ( ) is a closed linear operator defined on a dense domain  

 ( ) in   into   such that  ( )   is independent of  . It is assumed also that  – ( ) generates an 

evolution operator in the  Banach space     the function   is real valued and locally integrable on 

[    )    into    and     (   )   ( )̅̅ ̅̅ ̅̅ ̅  is a given function. 

              Recently, fractional differential equations have attracted many authors [8, 12, 14-18, 20, 22, 

25]. This is mostly because it efficiently describes many phenomena arising in engineering, physics, 

economy and science. In fact it can find several applications in viscoelasticity, electrochemistry, 

electromagnetic, and so on. The existence of solutions to evolution equations with nonlocal conditions 

in Banach space was studied first by Byszewski [9]. Subsequently many authors extended the work to 

various kinds of nonlinear evolution equations [17, 18, 22, 25]. Deng [13] indicated that using the 

nonlocal condition  (  )   ( )     to describe, for instance, the diffusion phenomenon of a small 
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amount of gas in a transparent tube, can give better results than using the usual local Cauchy problem 

 (  )     Also for several works (first order differential equations with initial conditions) concerned 

with this kind of research, we refer to [3-7, 11, 21, 29]. 

     The results obtained in this paper are generalizations of the results given by Debbouche [11] 

Bahuguna [2],  El-Borai[17,18],  Pazy [26]  and Yan [28]. 

     Our work is organized as follows. Section 2 is devoted to the review of some essential results in 

fractional calculus and also to the resolvent operators and the fractional powers of operators which will 

be used in this work to obtain our main results. In section 3, we establish the existence of a unique 

local mild solution of (1.1), (1.2). In Section 4, We study the regularity of the mild solution of the 

considered problem and show under the additional condition of Hӧlder continuity on B that this mild 

solution is in fact the classical solution.  
 

2. Preliminaries  

 
Following Gelfand and Shilov [20], we define the fractional integral of order     as 

  
  ( )  

 

 ( )
∫ (   )   

 

 

 ( )    

and the fractional derivative of the function   of order       as 

a  
  ( )  

 

 (   )

 

  
∫ (   )   ( )   
 

 
 

where   is an abstract continuous on the interval [   ] and  ( ) is the Gamma function, see [11]. 

 

Definition 2.1 By a classical solution of (1.1), (1.2) on   , we mean a function   with values in   

such that: 

(1)   is continuous function on [    ) and  ( )   ( )  

(2) 
   

   
 exists and is continuous on [    )        and   satisfies (1.1) on (    )and the 

nonlocal condition (1.2). 

 

By a local classical solution of (1.1), (1.2) on J, we mean that there exist a              and a 

function   defined from    [     ] into   such that   is a classical solution of (1.1), (1.2). 

 

Let   be the Banach space formed from  ( ) with the graph norm. Since – ( ) is aclosed 

operator, it follows that – ( ) is in the set of bounded operators from   to  . 

 

Definition 2.2(See[8,28]). A resolvent operator for problem (1.1), (1.2) is abounded operator- 

valued function  (   )   ( )         the space of bounded linear operators on    having the 

following properties: 

 

(i)  (   ) is strongly continuous in   and  ,  (   )          ‖ (   )‖     (   ) 
     for some constant   and    
 

(ii)  (   )      (   ) is strongly continuous in   and   on    
 

(iii) For      (   )  is continuously differentiable in   [   ) and  
  

  
(   )   (   ) ( )   

 

(iv)  For       [   )  (   )  is continuously differentiable in   [   ) and  
  

  
(   )    ( ) (   )   
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with 
  

  
(   )  and 

  

  
(   )  are strongly continuous on          

Here  (   ) can be extracted from the evolution operator of the generator – ( )  The resolvent 

operator is similar to the evolution operator for nonautonomous differential equations in a Banach 

space. 

 

Definition 2.3 (See[8, 22, 25]).  A continuous function        is said to be a mild solution of 

problem (1.1), (1.2) if for all       it satisfies the integral equation  

 ( )   (    )[    ( )]

 
 

  
∫ (   )   

 

  

 (   )[ (   ( ) ∫  (     ( ))  
 

  

 ∫   (     ( ))  
 

  

) 

                                              

                                    ∫  (   ) (   ( ))  ]  
 

  
                                                                     (2.1) 

 
By a local mild solution of (1.1), (1.2) on    we mean that there exist a             and a function 

  defined from    [     ] into   such that   is a mild solution of  (1.1),(1.2). 

 

       We define the fractional power    ( )  by    ( )  
 

  
∫      

 
 (   )        For        

   ( )  (we denote by   for short) is a closed linear operator whose domain  (  )   ( ) is dense in 

   This implies that  (  ) endowed with the graph norm‖ ‖ ( )  ‖ ‖  ‖   ‖    (  ) is a 

Banach space as clearly      (  ) because     is one to one. Since    ( )   is invertible, and 

is graph norm is equivalent to the norm ‖ ‖  ‖   ‖  

 

Thus  (  ) equipped with norm ‖ ‖  is a Banach space denoted by     For more details we refer to 

[1,11]. To state and prove the main results of this paper, we shall require the following assumption on 

the maps        and  : 

 

     (F) Let   be an open subset of [   )         and for every (     )    there exist a 

neighborhood      of (     ) and constants           such that  

‖ (        )   (        )‖   [|     |
  ‖     ‖  ‖     ‖ ]  

for all (        ) and (        ) in  . 

 

   (G) Let D be an open subset of [   )  [   )      and for every (     )    there exist a 

neighborhood      of (     ) and constants                 such that  

‖ (        )   (        )‖    [|     |
  |     |

  ‖     ‖ ]  

               
‖  (        )    (        )‖    [|     |

  |     |
  ‖     ‖ ]  

 

for all (        ) and (        ) in  . 

 

  (H) Let P be an open subset of [   )      and for every (   )    there exist a neighborhood  

    of (   ) and constants            such that  

‖ (    )   (    )‖    [|     |
  ‖   ‖ ]  

for all (    ) and (    ) in  . 

 

3. Local Mild Solutions  

To establish local existence of the considered problem, we assume that –  is invertible and      
    see [19, 23, 24, 27]. According to [26, Section 2.6], we can deduce the following. 
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Lemma 3.1.  Let  ( ) be the infinitesimal generator of a resolvent operator  (   )  We denote by 

 [ ( )] the resolvent set of  ( )  then 

         (a)  (   )    (  ) for every         and      
         (b) For every    (  )   we have  (   )  ( )    ( ) (   )   
         (c ) The operator    (   ) is bounded and ‖   (   )‖      (   )    

Let    ([     ]   ) be endowed with the supremum norm  

‖ ‖     
       

‖ ( )‖       

Then   is a Banach space.  The function        is continuous and there exists a number   such that 

‖ (    )‖   
  ⁄  and ‖ ( )   ( )‖   ‖   ‖  for all         Note that, if      then 

        
 

Theorem 3.2.  Suppose that the operator   ( ) generates the resolvent operator  (   ) with 

‖ (   )‖     (   )and that    [  ( )]  If the maps     and   satisfy (F),(G),(H) and the real-

valued map   is integrable on  , then (1.1), (1.2) has a unique local mild solution for every        
 

Proof: We fix a point (     ) in the open subset   of [   )     and choose   
     and     such 

that (F),(G) and (H) holds for the functions   , k and   on the set 

   {(   )         
  ‖    ‖   }                                                                                          (3.1)                                              

Let 

      
       

 
‖ (     ∫  (      )  

 

  

 ∫   (      )  
 

  

)‖           
       

 
‖ (    )‖ 

Set 

     
   

‖ ( )‖  

and choose       such that  

‖ (    )   ‖[‖  ‖   ]  
 

 
          

and 

         {  
     [

 

 
    

   ( )(   ) (                 )    (      ) 
  ]

 

   }  

(3.4) 

where 

                                                                          ∫ | ( )|
 

 
                                                           (3.5) 

 

We define a map on   by      ̃ where  ̃ is given by 

 

 ̃( )   (    ) 
 [    (    )] 

 
 

 ( )
∫ (   )      (   )  [

 

  

 (      ( ) ∫  (        ( ))  
 

  

 ∫   (     
   ( ))  

 

  

)

 ∫  (   ) (      ( ))  ]  
 

  

   

For every        (  )    [    (    )]  and for           we have  
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  (      ( ) ∫  (        ( ))  
 

  

 ∫   (     
   ( ))  

 

  

) 

 ∫  (   ) (      ( ))   ]  
 

  

  

It follows from(F) ,(G) and (H) on the functions f ,      and g, Lemma 3.1.c and (3.5) that        
Let S be the nonempty closed and bounded set given by  

  {     (  )    [    (    )] ‖ ( )   [    (    )]‖   }                            (3.6) 

Then for      we have 

‖  ( )    [    (    )]‖  ‖ (    )   ‖‖  [    (    )]‖ 

                         
 

 ( )
∫ (   )   

 

  

 ‖   (   )‖ ‖ (      ( ) ∫  (        ( ))  
 

  

 ∫   (     
   ( ))  

 

  

)

  (     ∫  (      )  
 

  

 ∫   (      )  
 

  

)‖  

 
 

 ( )
∫ (   )   ‖   (   )‖∫ | (   )|‖ (      ( ))   (    )‖  

 

  

  
 

  

 
 

 ( )
∫ (   )   ‖   (   )‖ ‖ (     ∫  (      )  

 

  

 ∫   (      )  
 

  

)‖  
 

  

 
 

 ( )
∫ (   )   ‖   (   )‖∫ | (   )|‖ (    )‖  

 

  

   
 

  

 

 

Using Lemma 3.1.c, (3.3) and (3.4) we get 

 

‖  ( )    [    (    )]‖ 

                    
 

 
+
    

 ( )
(   )   (                 )    (      ) (     )

        (3.7)                                        

                                                                                                                                           

Then        Now we shall show that ϕ is a strict contraction on S which will ensure the existence of 

a unique continuous function satisfying (1.1) and (1.2). If        and      , then  
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‖  ( )    ( )‖  ‖ ̃( )   ̃( )‖
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 ‖   (   )‖ ‖ (      ( ) ∫  (        ( ))  
 

  

 ∫   (     
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)

  (      ( ) ∫  (        ( ))  
 

  

 ∫   (     
   ( ))  
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 ( )
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 [∫ | (   )| ‖ (      ( ))   (      ( ))‖  
 

  

]    

Using assumption (F),(G),(H) on        and  ,  (3.5), Lemma 3.1.c and (3.4) respectively, we get 

 

‖  ( )    ( )‖
  ‖ (    )‖‖   ‖ 

 
 

 ( )
[(                )∫ (   )   
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                          ‖ (    )‖‖   ‖  
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‖   ‖  

 

  ( )
[(                   )            

                          (      )]    (   )  (     )
   ‖   ‖  

                      
 

 
‖   ‖  

 

 
‖   ‖   

Thus   is a strict contraction map from S into S and therefore by the Banach contraction principle 

there exists a unique fixed point   in S such that   

                                                                  ̃                                                                             (3.8) 

 

Let         Using lemma 3.1.b, we have 

 

 ( )   (    )[    ( )] 

 
 

 ( )
∫ (   )   

 

  

 (   )[ (   ( ) ∫  (     ( ))  
 

  

 ∫   (     ( ))  
 

  

) 

                     ∫  (   ) (   ( ))  ]  
 

  
                                                                                        (3.9) 

for every   [     ]   Hence u is a unique local mild solution of (1.1),(1.2).                                       □ 

 

4. Local Classical  Solutions  

 
In this Section, We establish the regularity of the mild solutions of (1.1), (1.2).  Let   denote the 

closure of the interval [    )          In addition to the hypotheses mentioned in the earlier 

sections, we assume on the kernel  , that 

 

(I) There exist constants      and       such that 
| (  )   (  )|    |     |

   
for all          
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Theorem 4.1.  Suppose that   ( ) generates the resolvent operator  (   ) such that  

‖ (   )‖     (   ) and     [  ( ) ]. Further, suppose that the maps         and   satisfy (F), 

(G) and (H)  and the kernel   satisfies (I). Then (1.1), (1.2) has aunique local classical solution for 

       

 

Proof: From Theorem 3.2, it follows that there exist             and a function   such that   is a 

unique mild solution of (1.1), (1.2) on solution    [    ) given by (3.9). Let  ( )     ( )  Then  

 ( )   (    ) 
 [    ( )] 

 

 ( )
∫ (   )     

 

  

 (   )[ ̃( )

 ∫  (   ) ̃( )  ]  
 

  

                                                                                                      (   ) 

where  ̃( )   (      ( ) ∫  (    
 

  
    ( ))   ∫   (    

 

  
    ( ))  )   

 ̃( )   (      ( ))  Since  ( ) is continuous on    and the maps  ,      and   satisfy (F) , (G) 

and (H), it follows that  ̃ and  ̃ are continuous, and therefore bounded on     Let  

      
    

‖ ̃( )‖ 

and 

       
    

‖ ̃( )‖   

(4.2) 

By using the same method as in [13, Theorem 3.2], we can prove that  ( ) is locally H lder 

continuous on     Then there exist a constant C such that for every   
      we have  

                                                        ‖ (  )   (  )‖   |     |
                                                  (4.3) 

for all      
              

 

Now, assumption (F), (G) and (H)  with (4.3) implies that there exist constants         and 

         such that for all      
             we have  

 

‖ ̃(  )   ̃(  )‖    |     |
   

 
‖ ̃(  )   ̃(  )‖    |     |

   
Which shows that  ̃ and  ̃ are locally H lder continuous on     Let  

 ( )   ̃( )  ∫  (   ) ̃( )  
 

  

  

It is clear that  ( ) is locally H lder continuous on     For        we have 

 

‖ (  )   (  )‖    |     |
   

For some constants      and        Consider the Cauchy problem  

                                                  
   ( )

   
  ( ) ( )   ( )                                                           (   ) 

                                                              (  )      ( )                                                                       (   ) 
From Pazy [25], the problem (4.4), (4.5) has a unique solution   on    into   given by  

                             ( )   (    )[    ( )] 
 

 ( )
∫ (   )   
 

  
 (   ) ( )                            (   ) 

for       Each term on the right-hand side belongs to  ( )   hence belongs to  (  )  
 

Applying    on both sides of (4.6) and using the uniqueness of  ( ), we have that    ( )  
 ( )  It follows that   is the classical solution of (1.1),(1.2) on     Thus   is the unique local classical 

solution of (1.1),(1.2) on                                                                                                                          □ 

 

http://www.math.spbu.ru/diffjournal


Differential Equations and Control Processes, №2, 2014  

 

Electronic Journal. http://www.math.spbu.ru/diffjournal  32 

 

REFERENCES 

1. Bahaj.  M   and   Sidki.  O.; Almost periodic solutions of semilinear equations with analytic 

semigroups in Banach spaces,   Eletron.  J.  Differential Equations . 98 (2002), 1-11 

2. Bahuguna.  D.;  Integrodifferential equations with analytic semigroups,  J. Appl.  Math. Stochastic 

Anal. 16 (2)  (2003), 177-189 

3. Bahuguna.  D  and  Pani.  A. K.; Strong solutions to nonlinear integrodifferential equations, 

Research Report CMA-R-29-90, Australian National University. (1990) 

4. Bahuguna. D  and  Raghavendra.  V.;   Rothe’s   method  to  parabolic initial boundary value 

problems via abstract  parabolic equations, Appl. Anal.  33 (1989), 153-167 

5. Barbu. V.; Integrodifferential equations in Hilbert spaces, An.  Stiint. Univ. Al. I. Cuza Iasi Sect. I a 

Mat.  19 (1973),  265-283 

6.  Barbu.  V.;  Nonlinear   Semigroups and Differential Equations in Banach Spaces, Editura 

Buchuresti, Noordholff. (1976) 

7.  Barbu.  V.; On  Nonlinear Volterra integral equations on a Hilbert space,  SIAM J.  Math.  Anal. 8 

(1977), 346-355 

8.  Bragadi.  M  and  Hazi.  M.;  Existence  and  controllability results for an evolution fractional 

integrodifferential systems,  IJCMS. 5 (19) (2010),  901-910 

9. Byszewski.  L.; Theorems about the existence and uniqueness of solutions of a semilinear evolution 

nonlocal Cauchy problem, J. Math. Anal. Appl.162 (1991), 494-505 

10. Crandall. M.G,  Londen. S.O.  and  Nohel.  J.A.;  An abstract nonlinear Volterra integrodifferential 

equation,  J. Math. Anal. Appl. 64 (1978), 701-735 

11. Debbouche. A.;  Fractional Evolution Integrodifferential systems with nonlocal conditions, Adv. in 

Dyn.  Sys.  And  Appl. 5 (1) (2010),  49-60 

12.  Debbouche. A   and  El-Borai.  M.M.;  Weak  almost periodic and optimal mild solutions of 

fractional evolution equations,  Electron. J. Differential  Equations.  46 (2009), 1-8  

13. Deng. K.; Exponential decay of solutions of semilinear parabolic equations with nonlocal 

conditions, J. Math. Anal. Appl. 179 (1993), 630-637 

14. El-Borai. M.M.; Some probability densities and fundamental solutions of fractional evolution 

equations, Chaos Solutions Fractals, 14 (3) (2002), 433-440 

15. El-Borai. M.M.; Semigroups  and Some nonlinear fractional differential equations, Appl.  Math. 

Comput. 149 (3) (2004), 823-831 

16. El-Borai.  M.M.; The fundamental solutions for fractional evolution equations of parabolic type, J. 

Appl. Math. Stochastic Anal. No. 17(3) (2004), 179-211 

http://www.math.spbu.ru/diffjournal


Differential Equations and Control Processes, №2, 2014  

 

Electronic Journal. http://www.math.spbu.ru/diffjournal  33 

17.  El-Borai.  M.M.;  On some fractional evolution equations with nonlocal conditions,  Int.  J.  Pure 

Appl. Math.  24 (3) (2005), 405-413 

18.  El-Borai.  M.M.;  On some stochastic fractional integro-differential equations, Adv. Dyn. Syst. 

Appl. 1 (1) (2006),  49-57 

19.  Fitzgibbon.  W.E.; Semilinear integrodifferential equations in a Banach space, Nonlinear Anal. 4 

(1980), 745-760 

20.  Gelfand. I.M  and  Shilov.  G.E.; Generalized Functions, Vol.1, Moscow, Nauka. (1959)  

21. Heard. M and  Ramkin. S.M.; A semilinear parabolic Volterra integrodifferential equation, J. 

Differential Equations 71 (1988), 201-233 

22. Li. F.; Mild solutions for fractional differential equations with nonlocal conditions, Adv. Difference 

Equ, Article ID 287861 (2010), 9 pages 

23. Londen. S.O.;  On an integral equation in a Hilbert space, SIAM J. Math. Anal. no.8 (1977), 950-

970 

24. Lunardi. A and Sinestari. E.;  Fully Nonlinear integrodifferential equations in general Banach 

spaces, Math.  Z. 190 (1985), 225-248 

25. Mophou. G.M  and  N’Guerekata. G.M.;   Mild solutions for Semilinear fractional differential 

equations, Electron.  J.  Differential Equations,  21 (2009), 1-9 

26. Pazy. A.; Semigroups of Linear Operators and Applications to Partial Differential Equations, 

Springer - Verlag. (1983) 

27. Sinestari. E.; Continuous interpolation spaces and special regularity in nonlinear Volterra 

integrodifferential equations, J. Integral Equations, 5 (1983), 287-308 

28.  Yan.  Z.; Controllability of semilinear integrodifferential systems with nonlocal conditions, Int. 

J.Comput. Appl. Math. 2 (3) (2007), 221-236 

29. Webb.  G.F.; Abstract Volterra Integrodifferential Equations and a Class of Reaction –Diffusion 

Equations, Lecture Notes in Mathematics, Vol.737, Springer-Verlag (1979), 295-303 

 

          
          

. 

 

 
 
 

 

 

http://www.math.spbu.ru/diffjournal

